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the structural meaning of English discourse by a well-defined

semantic model;

(2) to develor a way of using the semantic

representation of a text as a structural model for scoring a
subject?s acquired knowledge; (3) to develop a process model for
discourse comprehension; and (4) to investigate hypotheses about the
effects of certain contextual conditions, designed to induce

inferences about text content,

on knowledge acquired from a text.

Written reconstructions of knowledge acquired from a-text were used
in three experimental contexts: "arbitrary," "problem solving," and
an incidental memory condltlon. Basic data consisted of the relative
frequencies of classes of response from a semantic analysis of recall
procedures. Results were consistent with a model of comprehension
consisting primarily of "generative" rather than purely

"interpretive" processes,

studied.

Sources of individual differences were also

Part 2 contains a detailed development of a semantic:

structural model of English discourse and a technique for measuring
semantlc information acquired from discourse. (Author/DI}
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Abstract

This research was concerned with the processes which enable individuals
to acquire semantic information from natural-language discourse. a
Specific objectlives were: (1) to represent semantically the structudl
- meaning of English discourse in terms of a well-defined semantic model,
(2) to develop a procedure for using.the semantic representation of a
text as a structural model against which a subject's acquired knowledge
can be scored, (3) to develop a process model for discourse comprehen-
sion, and (4) to irvestigate hypotheses concerning effects of certain
contextual-conditions designed to induce inferential operations on

text content on knowledge structures acquired from'a text. The task
involved obtaining repeated written reconstructions of knowledge
acquired from a text. Three experimental contexts were used: (1) an
"arbitrary" context, (2) a '"problem solving" context, and (?) an
incidental memory condition (three problem solving trials followed by
incidental recall). Groups one and two wrote four recalls; all

groups were tested one week later. Basic data consisted of the
_relative frequencies of classes of response obtained from a semantic
analysis of recall protocols. Results were cousistent with a model of
comprehension consisting primarily of '"generative'" rather than purely
"interpretive" processes. Sources of individual differences were also
studied. Part II contains a detailed development of a semantic
structural model of English discourse and an associated technique for
measuring semantic information acquilred from discourse.
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PREFACE

The research to be described in this paper began as a project concerned
wlth investigating cognitive processes involved in '"complex ideational
learning", i.e. in acquiring new semantic information frem natural -
language discourse. One reason for undertaking such a study was the
lack of research employing natural-language discourse in non-verbatim
learning tasks and our coensequent ignorance about the processes involved
in such learning. A second was that rote learning tasks theaselves
appear to involve organizational processa2s which are.rather more sgpecific
to a given task than has generally been supposed (Frederiksen, 1969,
1970). Thus it was decided to investigate processes governing the
acquisition of non-verbatim knowledge in different learning contexts

- to attempt to gain some understanding of these processes and the extent
of their invariance over different contexts in which this learning

takes place. Ir particular, two sorts of contexts were to be considered:
an arbitrary context in which a set of linguistically coded semantic
elements are to be acquired, remembered, and reconstructed; and a non-
arbitrary context in which, in addition\to being remembered and recon-~
structed, these elements are to be the object of some additionzl
stipulated cognitive operations such as applying inductive or deductive
reasoning to solve a problem involving the c=lements, or relating a

set of ideas to other knowledge in a nor:ri trary manner. It wes
surcosed that processes involvec in acqu ri: knowl::dge fi- i (ﬁrqected,
logical arguments might be depen:ient on .. = unzture - £ "superor Z-ate"
processing operations on the sem ' ntic cor :nt of th esczy. T ., the
experimental strategy adopted im olved me: - ulztine chrcugh 'z

- conditions the likelihood and ex: 2nt to w _:zh indiv dua..: w ° pt
certain modes of information proc :ssing w :h invol '@ cogni Y-

ations on the semantic content of a connec.ad verbe. argume:
studying various properties of the temporal course of learning perfor-~
mance for different task-groups so defined.

Naturally, the first problem e countered in this work (and the key
problem confronting anyone attempting to study in a direct manner

‘the acquisition of nonverbatim knowledge from discourse) was that of
obtaining a sufficiently objective and complete specification of the
semantic properties of the stimulus passage and obtaining a set of
measurements which are sufficient to provide an objective and suffi-
ciently complete description of the propertles of. the verbal protoccls
which constitute "learning performance." A starting point for the

. development of 'a solution to this problem of formally specifying the
semantic properties of a stimuius passage consisting of a connected
logical discourse was suggested by Dawes' (1966) experiments on the
distortion of meaningful written materials in remembering, and Frase's
(1969) demonstrations of the effects of thinking about particmlar
semantic relations present in a text (represented structurally in

the form of directed graphs) on recall of elements taken from the text.



Dawes developed passages around a number of set relations and attempted
to measurc by reference to the set relations specified in the passage
processes of distortion of relationships and selection in memory.
Frase's work incorporated the idea that textual materials may be
represented in terms of networks of set relations symbolized as
directed graphs (cf., Harary, Norman, and Cartwright, 1965).

Having decided to try to represent the semantic features of a connected
discourse as a network of set relations, it was decided that a set of
conventions would have to be developed for the specification of a
gsemantic model for any connected passage. The model was to be repre-
sentel diagrammatically or, more rigorously, as graph-structures of

two sorts: (1) a semantic structure graph representing relations
among concepts and (2) a logical structure graph representing impli-
cations among propositions. Incidentally, it was initially felt that
it is not necessary that such a model be unique, only that it be well
‘defined and capable of generating the passage. The problem of scoring
semantic or "ideational” features of a subject's written recorstruc-
tion of the input could th-n he treated by referen:e tc the moiel of
the input by a templating-_ :tching process, provided th:'t a sarvisfactor
model is available, At th.. pcint another difficulty we : encountered.
Given a structural model of -he input and a subiect's wr tten r=con-
struction of the input (przsumaily also represer.czble st: ictura.ly
using the same conventions usa:d to develop a stri:.tural model of the
in>ut), how might the degres of correspondence o. *hese two structures
be measured? For example, if a particular relatica ARB is presext in
thz input (where R is a directecd relation froxm coucept A to conc 'pt B)
an: a relation A'R'3' is presant :n a zupject s w=itten protocoil how
==+t A"R'C b iscmrified wizh - relez-on AFZ cc-:tained in the .odel

¢ the inp~ -, and g.ven surh identification, novw zight the subject's
relation differ from the relation of the model with which it is
identified? In the presence of these complexities, it appeared that
the development of a solution to the scoring problem just described
would require the statement of some sort of outline of a theory of
comprehension as well as of memory processes. Since the verbal protocol
produced by a subject as a reconstruction of a connected logical
argument which he has just read or heard is the result of a sequence
of comprehension-memory-reconstruction processes, relations between
"ARB and A'R'B' ought to be describable in terms of classes of responses
resulting from the application of these processes..

The research activities described in this report reflect these devel~-
opments in our conceptualization of the problem and hence the scope

of the activities reported, here goes considerably beyond that of the-
originally proposed study.” As a result, the work has become more
heavily oriented towards psycholinguistic questions and information
processing models. Our initial activities described in Patt I involved
developing the outlines of a model for semantically representing
English tex*. , a procedure for measuring semantic knowledge acquired
from texts, and the outlines of a process model. Our later activities
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described in Part II have been concerned predominantly with the .
problem of developing a formal semantic model for representihg
any natural language discourse up to a paraphrase transformation,
and with developing a satisfactory procedure for representing the
semantic information which results when subjects reconstruct the
knowledge which they have acquired from a presented discou se.

]
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CHAPTER 1

GENERAL INTRODUCTION

1.1 Problem and Objectives

Stated in general terms, the long-term objectives of the research -
reported here are to identify and measure processes by which
. individuals are able to dcquire semantic knowledge from English
-discourse, to determine the extent of invariance of these processes,
and to identify sources of individual differences in these processes.
. A more specific statement of these objectives requires both a satis-
factory definition of what "semantic knowledge' consists of and how -
it may be represented and measured, and a satisfactory definition -
of processes.which may be involved in acquiring semantic knowledge
from a discourse. While there are considerable bodies of research,
both linguistic and psychological, which are pertinent to these
problems, there:is virtuallyfmmhing existing in the literature which.
provides either a- ready-made procedure for representing English
texts semantically or a satisfactory account of possible alternative
processes or process models for the comprehension and memory of
. information presented in texts. Thus, a very considerable amount
of effort in this project has been devoted to these problems
Once a well-defined procedure is available for representing an
English text semantically, the resulting semantic representation of -
a text (semantic model) can be used as a reference structure (or
"template") against which a subject's acquired semantic knowledge may
be measured. Then, given the semantic model and the measurement
procedure, it becomes possible to investigate particular processes
involved in acquiring knowledge from a presented discourse by idanti-
fying properties of discourses and discourse contexts which effect :
outputs associated with particular processing operations in comprehen—
sion and semantic memory.

The basic data resulting from the above semantic analysis consist of
the relative frequencies of particular classes of semantic structural
elements=which have been defined in the semantic model and which are
observed in subjects' verbal reconstructions of the knowledge they

~ have acquired from a text. Observed semantic elements in a subject's
verbal protocol may be reproduced (i.e. they may correspond to elements
of the semantic model), or they may be transformed or generated by the
gubject himself. Individual and group differences may be describéd in
terms of the relative frequency of occurrence of particular classes of
semantic elements and in terms of the extent of employment and effi-
ciency of particular processes in compreliension and semantic memory.
The emphasis in the present research is on the comprehension (acquisi-
tion) of semantic knowledgeandon cognitive operations on knowledge

~ structures only insofar as .they relate to processes of*acqhisition.

-
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fpecific objectives include: (1) the development of a formal method
for semantically representing the structural meaning of English
discourse, (2) the development of a method f>r measuring correspon-
dences between the "meanings" of a discourse and the ''meanings"
conveyed by a subject in reconstructing the knowledge he has acquired
from a-presented discourse given a well-defined logico-semantic
representation of the input passage but only the surface str

a subject's reconstruction, and (3) the investigation of pio. ..
invariance re. possible effects of context-induced cognitive operations
on semantic information acquired from a discourse on the processes
used to acquire that information.

The first sections of this chapter briefly review research pertinent

. to the following four problems: (1) representing semantically the
information content of English prose passages in terms of a well-~ '
defined semantic and logical structural model, (2) developing-a proce-

_dure for using the semantic .representation of a text as a structural

model against which a subject's acquired knowledge may be analysed

and scored, (3) developing a reasonably well-defined process model for .

language comprehension and -semantic memory, and (4) investigating

- hypotheses concerning the effects. of surface and semantic properties ‘
of discourses and discourse .contexts on knowledge structures acquired -

in comprehending and remembering semantic information presented in

linguistically encoded form. Procedures. for representing the semantic

structure of a text.and for measuring semantic knowledge acquired

from a text which have been developed in the present research are

described briefly to indicate their relationship, to prior techniques.

Research concerrned principally with effects of d1scourse contexts will

be reviewed in chapter 2,

1.2"Semantic ReEresentation‘of Discourse
An essential precondition for Successful research in the area of
language comprehension and semantic information processing is to have
at hand a technique for specifying in an objective, well~defined manner,
the semantic properties of any stimulus passage. Thus, one is con-
fronted at the outset with the difficult problem of developing a
semantic description of English texts which is capable of representing
discourses consisting of many sentences, given only the surface struc-
ture of the text. A general requirement. of such a semantic descrip~
tion of a text is that it should not represent .the surface grammatical
structure of the text (except insofar as the surface structure
uniquely .epresents a given meaning); rather, a semantic description
should be capable of representing each sentence only up to a paraphrase
transformation. Thus, from a given semantic structure one shiuld in
general be able to generate a set of grammatically well-formed sentences,
~ each of which expresses the meaning specified by the semantic structure.
This requirement stems from the premise that a minimal demonstration
of-comprehension of a text consists of the ability to paraphrase the
text.

o



A semantic represéntation of natural languaee sentences has been
tonsidered by many linguists to consist of a set of lexical elements
(repregented semantically as, e.g., a set of binary features) which
are interrelated in networks of structural relations. both in the
surface sentences (surface grammatics’' ~tr the undc.-
lying propositions from which the si_tace sentences (tand their para=-
~hrases) are derived ("deep" gemanti: structure). Linguistic theories
differ in the extent to which they are willing to define "deep struc-
ture" relations which are di:tinct*f-om syntactic relations (which .
are defined in the gu—face szructure or 'syntactic deep structure").
Recent work in "gener: . 've s=mantics' (e.g. Maclay, 1972; Lakoff,
1972) and the case grammar i7eas of Fillmore (1968, 1971) provide
the starting point fc- a structural semantic description of discourse
whizh is not defined =>lely in terms of grammatical relations appear-
ing in the surface sectences. These approaches to semantic descrip-
tica recall the stratif.caticnal approach of structural linguistics
whizh supposes that s atences can be described in terms of a number
of self-contained descriptive levels (e.g. phonological syntactic,
semantic) with rules of expression which map from ' 'deeper" levels
to more surface lev: 1s (e.g. from semantic ceep structure to surface
sentences, or from surface sentences to sound patterns) (cf. Leech,
1965). From this point of view, a syntacti: description should not
be developed in isolation, but should »rovice an optimal input- to
the ~emantic system (c: Hall:day, 1967, 1970). The present discus-
siol, will be concerced zxclus_vely wit:t the problem of developing a
self-contained semantic repressntation of English discourse. To make
this restricted problem nore manageaol it seems possible to adopt
the limited objective of representing cnly the structural as opposed
to lexical meaning of a -ext. Thus, rether than attempt to represent
conce:ts'corresponding to lexical elememts structurally, concepts .
will Ye taken as "primitives" in the semantic analysis and will be
represented by lexical desigr-tors which are referred (at present) to
standard dictionary citatione. This limited objective has been
adopzed here to avoid the pro.lem of determining how much lexical
analysis to include.(i.e. how much to "deconflate" lexical elements),
and to expedite scoring subje:ts' reccmstructions of the meaning of

© a text. It is not yet clear wnether or not individual lexical

elements should be considered to be "primary" functional units in
semantic long-term memory. :

Two procedures for representing a discourse semantically were developed
- in the present research and are described in detail in chapte*s 3

and 9. The first procedure which was developed was intended to repre-
sent structurally the "essential' logical features of a passage in

a manaer similar to précis-writing so that che resulting semantic-
structure (a network or grapli consisting of noces and connecting:
‘relations) could be used as a medel or templa'.e agalnst which one .
could score subjects' ‘.ritten reconstructions of the knowledge they

he i acquired from the passage This procedc: provides a relatively
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global summary of certain lorical and semantic properties of a
passage. In order to h.ve wore detailed and linguistical.y-based
semant {c structural model ¢. ¢nglish discourse which is capable of
' represeating more complex texts and semantic relations, and yet one
which continues to.represent the inter-clausal "logical" structure
as well as the intra-clausal "semantic" structure, a second proce-
‘dure was developed for representing the logico-semantic structure
of discourse. The second procedure was influenced substantially
by recent work in linguistic semantics (Fillmore, 1968, 1971),
computational linguistics (Simmons, 1968, 1970, 1971, 1972), arti-
ficial intelligence (Quillian, 1968; Raphael, 1968; Winograd, 1972;
Schank, 1971), and psycholinguistic woYk involving discourse (Crothers,
1970, 1971). Well-known concepts frow logic and algebra were employed
as well as Rescher's (1964) analysig of contrafactual conditional
statements and Simon and Rescher's( (1966) analysis of causal contra-
factuals. Other relevant work includes the work of Lakoff (1972) and
Chafe (1970) 4in linguistic semanyics, the work of Kintsch (1972) and
Rummelhart, Lindsey and Norman (1972) in semantic memory, and recent
work in developmental psycholinguistics concerned. with semantic
cescription of pre-school children's speech (Antinucci, 1970, 1971;
tells, 1972 Wells, Antinuuci, and Slobin, l972;.

The second procedure (described in detail in Chapter 9) differs from
the earlier one in a number of important respects. First, it repre-
sents a text as two separate graphs consisting of nodes connected by
directed lines representing binary relations (cf. Harary, Norman,
and Cartwright, 1965): a semantic structure graph representing binary
semantic relations defined on concept-pairs such as relations of
attribution, possession, quantification, and case relations involving
active or stative verbs (cf. Fillmore, 1971); and a logical structure
graph representing various- logical (intersential) connectives defined
on propositions which are represented in the semantic structure graph.
This representation of a text as two separate graphs appears to be -
desirable ‘for a number of reasons (which are indicated in Chapter 9). "
Second, the concepts (which are the "givens" or "primitives" in the-
analysis) correspond to single lexical items.' No attempt is made in
the present analysis to represent the lexical primitives semantically -
nor. is any position_taken on the natdre of such representations. .
‘Rather, the purpose is to attempt to represent those semantic struc--
tural relations which a given discourse imposes (explicitly or
" implicitly) on its lexical elements. " Third, since the two graph
structures are in themselves insufficient to represent a text struc-
turally, seven basic operators on relations in the semantic or logical
structure graphs are defined which qualify or constrain the truth
value of the relation to which they are applied. These operators
include a truth-value operator (megation), probability operator (e.g.
qualifying modal auxiliaries), temporal operator (tense), aspect
operator, node deletion operator (e.g. deletion of a concept having
an implied case-relation to a verb), conditional operator (which
renders a relation conditional on other semantic relations) and




" Interrogative operator (which interrogates the probability attached

to a relation). Both logico-semantic structural models are capable - -
of representing structural properties of discourses consisting of many f
sentences. From the point of view of semantic analysis, seatence or '
clausal boundaries are regarded .as surface phenomena having no intrinsic
semantic interest. The result of these changes is a structural repre-
sentation of prose which resembles in certain respects that of Simmons
(1968, 1971, 1972) and utilizes principles of semantic analysis similar
to those recently discussed by linguists (cf. Fillmore, 1968, 19%1;
Leech, 1970), psycholinguists (cf. Clark, 1972), and researchers ihter-
ested in computer models of language processors (e.g., Quillian, 19§8;
Raphael, 1968; Schank, 1971; Winograd, 1972).

Despite the limited number of defined semantic and logical relations,.
this structural model appears to be capable of representing some rather
complicated semantic relations (e.g. relative degree,time, location;
modal expressions such as "may", "must", etc.). Its ability to repre-
sent relatively complicated texts is also demonstrated by the analysis
of the essay on school desegregation presented:.in Chapter 9. Note that
while it is convenient (for scoring purposes) to represent a text in

the form of a directed graph, a graph structure may be alternatively
represented as a list structure (using a programming language such as
LISP or SNOBAL), 1In the future we plan to use such list representations.
The idea would be to store a semantic structure corresponding to a
stimulus text in the fo.m of a'list-structure, input to the computer

a semantic structure corresponding to a subject's verbal protocol, and
program the computer to evaluate the "match" between ths two structures.
List structure representations have been employed in most work in .
‘computational lirguistics (Simmons, 1971) and semantic information
processing programs (Quillian, 1968; Raphael;_l968;uWinograd, 1972).

1.3 Measurement of Comprehension
Once a method 1s available for representing a text.in terms.of a well~-
defined logico-semantic model, in principle the same method that is

used to analyze a text which is input to a subject-¢an also be used to
analyze a subject's verbal reconstruction of the knowledge he has acquired
from the input text. .In practice, the task of semantically analyzing

-@ discourse is sufficiently complex that it is extremely unlikely that

E{ such a procedure were employed without modification to measure compre-
h nsion, it could be made sufficiently reliable (replicable), especially
if\the semantic analysis of-a subject s protocol is to be made im a
reasonably short time. If the "meaning reconstruction task is used

to .assess comprehenS1on, the problem of measuring comprehension amounts

to that of measuring or evaluating the extent to ‘which the 'meaning"

of the input text has been preserved or altered in the subject's verbal
reconstruction, i.e. given the semantic model of the'iuput, the problem
is- to obtain objective and replicable measurements of the correspondences
between structural elements present in the model .of the input and semantic
structural elements present in the subject's protocol in linguistically
encoded from. The scoring methods which have been déveloped in this



research attempt to make the structural analysis of subject:’ prctocols
objective by using the input structure as a model or 'template” agairst
which a subject's protocol is fit. These scoring methods are described
in Chapters 3 and 10.

Before presenting a brief overview of ‘the method which was developed
for measuring logico-gemantic knowledge acquired by a subject in
comprehending a discourse, other methods which have been employed to
"measure comprehension” ought to be considered and compared to "meaning
reconstruction" (free recall) as to potential value to.research on
comprehension. The most important criteria in evaluating a method's
usefulness for theory -(process)-oriented research are (in addition to
criteria such as reliability and feasibility): (1) the method should
provide a relatively complete semantic representation of knowledge
acquired from a presented discourse; (2) the task should not alter the i
discourse or the conditions under which the discourse is received in
such a way as to make the task unrepresentative of natural conditions
of exposure to discourse, (3) the task should permit wide latitude for
systematic manipulation of surface and semantic properties of discourses
and of discourse contexts, and (4) the task should provide maximum
information relevant to identifying and measuring processes in compre-
hension and semantic memory.

Carroll (197la, b) has'reviewed methods which have been employed to
measure comprehension and has classified the methods in terms of particu-
lar measurements obtained, temporal conditions of testing, and task
characteristics. Of the particular -measurements obtained, the most.
promising- appear to be (1) measurements involving the observation of

a particular response and the evaluation of the response against some

criterion, and (2) time measurements such as measurements - of. latencies

of particular responses or processing times. Latency measurements have
been used increasingly in psycholinguistic work concerned with processes
in comprehension (e.g. Clark, 1969, 1970; Trabasso, 1971; Olson, 1971;
Kintsch, 1972a, b), the method involving predicting the processing time
for different tasks based on assumed additivity of processing times -~ -
associated with particular stages of information processing. A similar
rationale seems reasonable for data consisting of relative frequencies
of particular classes of response in free recall tasks (frequencies
relative to the absolute frequencies of occurrence of the corresponding
semantic elements in the input text): a type of response which requires -
more extensive processing (or which requires certain kinds of processing)

-might occur with smaller relative frequency thar one which requires

less extensive processing (or does not require those kinds of processing).
fince specific processing operations required in comprehending and
remembering a semantic element from an input text ought to be influenced
by such factors as the surface, syntactic, and semantic structural
properties of the discourse in.which the element is embedded, and ‘the
"size" and complexity of the element processed, the relative frequencies
of occurrence of corresponding reproduced or transformed elements im
subjects' free recalls corresponding to these processes ought to be
systematically affected by these factors. This rationale has been



applied in the present research. On the basis of the four criteria
listed above, the relative frequency measurements appe~r to be prefer-
able to latency measurements as measures of comprehension. In additica,
relative frequency measures (or observations of the occurrence Or non-
occurrence of specific elements in free recalls) have better statis-
tical and psychometric properties than latency measures. For example,
in addition to mean relative frequencies of occurrence, oTe can investi-
gate the degree of statistical dependence of frequency meisures, and
the degree of statistical dependence of frequency measures on meastred
subject characteristics, sources of data which can be extremely infor-'
mative about cognitive processes in comprehension. Techniques for,
fitting mathematical models to such data to test hypotheses concerning
processes in comprehension will be discussed in Chapter 6; correlations
of frequency measures with meisures of subjects cognitive abilities
will be discusseu in Chapter 7. \
The temporal conditions of testing identified by Farroll (1971) are
(1) responses are elicited or observed during the&temporal interval
within which a discourse is presented, and (2) resgonses are elicited
or observed following the presentation of the discdurse. On the basis
of criterion (2), it appears preferable to obtain mgasurements after
the presentation "has been completed. The principal ‘reason for making
_observations during the presentation have been to atgempt to measure
"pure" comprehension unaffected by memory processes a@d other processing
of information which has been acquired during the pregentation interval
(such as inference). As will be argued in the next sectlon, it.is
inadvisable to' assume in advance that memory and infermntial processes
are separable from ' comprehension -processes and then adopt a method
of observation which renders adequate investigation.of the role of
memory and inferential processes invcomprehens1on 1mposs1ble.
. : '.
. Tasks used to measure comprehension may be classified 1ntq (A) those
which do not alter the "base" comprehensién task (uninterriypted presen-
tation of a discourse), and (B) those which do alter this ﬁask Tasks .
which do not alter the base comprehensicn task may be furth%r classified
into: (1) verification tasks in which verification can be based either
on (a) identity of information acquired from a text with- informatlon
contained in another verbal message, in non-verbal referents Xe g.
pictures), or against a subject's prior semantic knowledge; ori on
(b) analysis of information acquired ‘rom a text to produce a‘match
- to some referent; (2) reconstruction tasks (free.recall): including
tasks involving nonverbal reconstruction (e.g. motor, symbolic)‘and
those involving verbal reconstruction; and (3) probe retrieval tasks' ‘ Sy
including reconstruction of a part of a test associated with a given
cue, question answering (involving reconstruction or analytic opegatlons
on semantic information contained in a previously preserited text),: and
recognition. The verbal xeconstruction task may he verbatim, it may
involve paraphrase ("free recall"), and it may involve translation Y(into

s

another language or symbolism). Tasks which alter the base comprehen—" S
sion task may involve unstructured deletions from ‘the text (e. g Cloqe
. =5 .
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procedure) or structured deletions (e.g. sentence completion) where
deletions may be based on surface or syatactic properties, or on
semantic properties.

* In selecting a task to "measure comprehension'" from among the tasks
g P

just classified, it is important to realize that the tasks identified
above are not as distinct as they may at first appear. In fact a

number of these tasks can be considered to be special cases of a base
comprehension task which requires a subject to reconstruct that know--
ledge which he has acquired from one or more presented texts (where a
text may contain structured deletions). It is also important to realize
that, from a semantic point of view, every discourse is to some degree

. semantically incomplete (i.e. Contains. semantic deletions) in the sense
. that the semantic structure is incompletely encoded in the surface

sentences which make up the text. Examples.illustrating this lattér

-point are provided by linguistic work concerned with focus and pre-

supposition (e.g. Fillmore and Langendon, 1971; Chafe, 1970; Lakoff,
1972) and by semantic analyses of discourse such as that presented

in Chapter 9. Our observation in this research that after.one exposure
to a discourse, subjects' reconstructions of knowledge’ acquired from
the discourse often contain about as many inferentially generated
semantic relations as reproduced relations (i.e. relations paraphrased
from the input text) provides some empirical support for the notion.
that inexplicit (but inferable) semantic etructures are salient

: properties of a text.

-~

The four criteria listed above argue for adopting the most general

task -—- the base comprehension task -- and developing a scoring proce--
dure for that task which is capable of representing a subject's verbal
reconstruction semantically against a .semantic model of the input text.

.Once such a procedure has been developed for the base comprehension

task, it may be applied to variations of that task such as probe retrieval,

verification, and structured deletions. Since structured deletions,

especially semantic deletions, are only one type of semantic structural
propetrty, the structured deletion task represents one kind of sémantic
structural property whose effect on processes in comprehension and Sseman-
tic memory can be studied. - Probe retrieval and verification tasks in which
subjects are presented with stimulus information after presentation of a
text, require.comprehension of the probe or to-be-verified message. These
stimuli may be represented semantically whether or not they.are lin-
guistic, and the semantic structure associated with a probe question,

cue, or to-be-verified message may be represented as a part of the
semantic model of the input text. Thus, for example, a question may

be represented semantically as an appropriate interrogation of an element
of the input (see Chapter 9) or, if the question involves inference

from the input, the required inferences can be represented, semantically
and interrogated. Thus verification and probe retrieval’ tasks involve

the presentation of multiple texts which may be represented in terms

of a single semantic structural model. The presentation. of multiple

texts 1s an important experimental technique (and will be used in the
first experiment proposed below). Finally, as has been recognized in
list learning research (Anderson and Bower, 1972), the recognition
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task ‘is complex, involving (especially if the recognition text 1=
a paraphraqe of a part of the input text) comprehension :f both the
input and "probe" text and match of semantic elements generated in
response to the '"probe'" stimulus to corresponding semantic elements
remembered frowm the comprehension of the input.

It remains to outline the scor*ns s thods which have been developed
for the base comprehension ta . e procedures which will be -
discussed in detail in Chapt-:: % ind 10 provide a means for generating

a senuntic model which repre. -~ . the "structural meaning' of an input
passage which is represented (for scoring purposes) in the form of
two}directed graphs: one representing the semantic structure and one
‘representing the logical structure (see the example which is analyzed

in Chapter 9). The scoring problem is, given this model, to measure
correspondences between the 'meanings" represented by these graph-
structures and the 'meanings" conveyed by a subject's verbal reconstruc-
tion of the input. The scoring method which'was developed involves

two procedures: (1) a procedure for scoring reproduced or transformed
semantic elements by "template-matching' to the structural model of

the input, and 2) & procedure for scoring subject-generated structural
elements which do not represent reproduced or transformed input elements:
. Procedures will now be outlined which were developed, based on the
semantic model of Chapter 9, to represent both reproduced and self-
generated semantic Infoérmation.

The reproduced structure is scored on a copy of the graph representa-
tion of the text itself. On these sheets each reproduced concept,
relation, or proposition is marked with a number indicating the serial
position of the sentence in the protocol. Any relation which has

been transformed by a subject by application of one or more of the
seven operators is marked as so transformed. Scoring the reproduced
structure involves principally a process of.paraphrasing a protocol

to fit it. to the structural model of the input text. With some -éxper-
dence, it becomes possible to fit directly (without the paraphrase
step). The semantic analysis resulting from these operations results
in a rather large set of possible meawures. Scores may be obtained
indicating the extent to which each defined type of semantic or logical
relation has been reproduced ot transformed, and how it was transformed.
Also obtained for the semantic sStructure is_a‘measure of the size of
each complete sub-structure (in number of connected nodes) and the
location of each sub-structure in the semantic hierarchy (level of

" left-most node). Since in the logical’ structure, a prop051t10nal ‘node
can be reproduced, can contain transformed relatlons, can contain
deletlons, or can contain self-generated elements (elaborations),
counts of reproduced or transformed logical relations must be classi-
fied according to the status of each propositional node. 'The resulting
measures summarize the extent to wh1ch a person has altered the logical
structure in his reproductlon.
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The analysis of subject-generated structure (i.e. that which is not
reproduced or transformed) proceeds in a manner similar to the analysis
of an input text. The principal differences have to do with (1)
procedures for mapping subject-generated semantic and logical relations
into the semantic model of the input text and (2) a list representa-
tion of the coded subject-generated structure. :-From the list repre-
sentation, it should be possible to reconstruct a subject's protocol

in paraphrase.

1.4 Processes in Language Comprehension and Semantic Memory A

The methods for representing natural-language discourse semantically
and for measuring logico-semantic knowledge acquired from a discourse
which have been developed make it possible to represent precisely
semantic information input to a subject and to identify the manner in
which this semantic information has been operated on or transformed
resulting in the protocol which constitutes the subject's output. By
systematically manipulating properties (both surface and semantic)

of discourses input to a subject and ,properties of discourse contexts,
and by measuring the effects of these properties on semantic outputs,
it should be possible to identify processes involved in comprehending
and remembering information coded as natural-language discourse. The
objective of experiments of this type is to determine the secries of
cognitive operations which occur during and subsequent to the presen-
tation of a textual input and which result in the protocol obtained
from a subject, and to determine how these operations are affected. by

properties of discourses and discourse contexts. Before considering

particular models which have been suggested to account for the proces-
sing operations which take place in-between the presentation of a
linguistic input to the subject and his generation of a linguistic
output, some general statements can be made of requirements which any
reasonably complete account of these processes ought to satisy. These
peneral requirements become apparent when one considers: the base com-
prehension task from the point of view of the measurement procedures
just described.

A description of the processes which enable a person to perform in the
base comprehension (meaning reconstruction) task ought to include three
main components. First, it ought to include a structural description
of the discourse input tc a subject including in that description both
surface and semantic properties of the discourse. Second, it ovght

to include a structural representation of the semantic information in
long~term memoxy (LTM) which results from the subject's processing of °
the input discourse. Third, it ought to contain a process model con-
sisting of (1) an account of the processing operations which.occur
during input in generating the semantic information which is stored

in LTM, (2) an account of any operations on information stored in

LTM, and (3) a description of operations which occur during output,
i.e. in verbally reconstructing information acquired from the input
discourse. Note that while it is true that a processor can be described




in terms of the states of information .after eac
input information, a more adequate description
account of the processes which result in these.
information. The problem, then, is both to desc
(e.g. what are the units or elements of semanti
the object of operations in comprehension and n
processing takes place. One of the most diffic
research preblems encountered in trying to deve
for the base comprehension task involves inferr
occur at input (input processes) from response
both input and output processes. As will be s¢
to make such inferences by fitting certain stoc
which reflect alternative assumptions about prc
data (cf. Chapter 6).

Suppose that a text is presented to a subject a
representable in terms of a semantic structure

zation of structural elements. Suppose also th
to write down his reconstruction of the semanti
—- the knowledge which he has acquired and reta
the passage. Suppose in addition that the pass
long that any complete reconstruction of the su
passage is rendered extremely difficult. A prc
from a subject is likley to have a number of ch
example, a protocol will generally not correspc
tures to the input text; it will contain only s
elements of the‘input; these reproduced semanti
guistically represented in paraphrase; reproduc
the subject's .protocol will generally not repre
of the input elements; generated semantic eleme
subjects' protocols which were never presented

text in linguistically coded form; many generat
sent propositions which are inferred from those
text; and many elements will be transformations
those contained in the text. Any attempt to mo
in comprehension and semantic memory will have

presence of elements such as these in subjects'
effects of conditions "external" to the passage
effects, effects of repeated exposure, and forg
such as these require (1) that the processor be
capable of generating new semantic informacion

incomplete" inputs) as well as "interpretive" (
tically interpreting linguistically coded input
the process model account for selection of info
input or during output, (3) that it account for
generated semantic information against the inpu
account for information storage and retrieval p
and long term and both at input and at output.

ought to be generally consistent with the stage
have been found to be involved in other kinds o
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processing (e.g. pattern recognition, list learning). A more detailed
description of the structural and process components of a general
process model for comprehension and semantic memory will now be given
in reviewing specific processing models. These components are listed
in Table l.l. A process model which incorporates these components will
be presented in Chapter 4.

Specific characteristics of existing -ocess models for ccrorehension
and semantic memor: tend to reflect . .e requirements of t! particular
task for which the »rocess model was developed. Tablel.2 ¢ -tains a

list of tasks and references to papers presenting models fc- each task.
Existing models may be instructively compared in terms of the components
of a general process model. For example, a structural description

of the linguistic input 1s in most cases restricted to representing
single sentences (e.g. Clark, in press; Trabasso, 1971; Olson, 1971;
Bever, 1970). Winograd's (1972) model does, however, consider "local
discourse context', and Rummelhart, Lindsay, 'and Norman (1971) and
Crothers (1970, 1971) and Frederiksen (1972 and the present report)
have considered discourses of unlimited length. The last two investi-
gators have concerned themselves principally with a semantic description
of input discourse.

1. Structural model of semantic information stored in LTM. A structural
description of the semantic information resulting when the processing

of the input linguistic string is complete is a part of most models. 1In
most instances the hypothesized structure corresponds to a semantic
description of English.” In work on list learning (Kintsch, 1972;
Rurmelhart, Lindsay, and Norman, 1971) the semantic model is used

either to specify what information 1s transferred from a temporary
memory buffer to LTM or as a basis for particular retrieval strategies.
In work on sentence verification, the semantic structural ‘representation
of an input sentence is the central feature of the model, hypothesized
processes - being concerned principally with either operations on the

input to generate the semantic structure or matching operations on the
generated structure (Clark, in press; Trabasso, 1971; Olson, 1971, 1972).
Different models which are compared in this research often (but not
always) differ principally in the Semantic representation posited.
Computer models (e.g. question answering systems) must specify some

. formal representation for semantic information. The specific semantic

representation adopted has usually been dictated more by the sort of
"limited logic" programs designed to operate on the semantic information
(cf. Winograd, 1972) than by the semantic properties of natural language
which have been described by linguists. However, Simmons (1972) has

let semantic characteristics of English'be the principal basis for
constructing his graph-structure representation of English, and Schank
(1971) has been concerned with the general characteristics of a semantic
representation and semantic analyzer without being bound by limitations
of computer techmology. Crothers (1970, 1971) and Frederiksen (1972) .
have been particularly concerned with comprehensively accounting for ‘
semantic properties of English at the discourse level. 1In developing
the semantic model described in Chapter 9, we have been particularly
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Components of a Proce:s Model for Comprehension
' and Sem: ntic Memory

1. Structural model of sem=ntic information stored in LM

a. Semantic structur .
b. Logical structure
c. Operators

2. Selection processes

a. Surface (incl. syntactic)
b. Semantic :

3. Interpretive processes

a. Surface structure generator (incl. morpheme recognizer)

b. Parser (syntactic processor)

c. Semantic interpreter (encoder) (incl. retrieval and matching
processes) )

4, Generative processes -

a. Retrieval from semantic LTM
b. Operators on semantic information
c. Matching processes

5. Storage and retrieval processes

a. Short term memory buffer

b. Retrieval: undirected search ]

c. Retrieval: directed search (incl. operations on semantic
information) .

6. Operations on semantic information

Lexical

Transformational :
Presuppositional (generative)
Inferential (generative)
Elaborative (generative)

mop oW

‘7. Matching (verification) processes

a. Identity match (incl. scanning) .
b. Transformational match (incl. oper:tions on semantic information)

8. Output expressional processes

- a. Surface structure enerator
ERIC | : gener
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Table 1.2

z . "\
Tasks for - o roces. vodels, have been Cornstrucred or &pp!led
a-d b rs Pr . >nting Models for ezch Task

(RT indicates = .t datz: :onsidered were response —imes, RES indicates
that data 2 ns red v=-2 coded ;esponses)

A. List le n_-

1., Gar-: . model:. Reitman (1970;
2. Re-1). and recognition: Anderson and Bower (1972a) RES
3. Org:nization in free recall:

Kintsch (1970, 1972)* RES
t. Rummelhart, Lindsay, and Norman (1971)* RES

B. Sentence perception
1. Bever (1970) RES
C. Sentence verification
1. Clark (1972), Trabasso (1971), Olson (1971, 1972) structural
(viz. negation, locatives, comparatives, active and
passive sentences) RT
2. Collins and Quillian (1969) conceptual comparisons* RT
D. Judgments of semantic acceptability of sentences
1. Kintsch (1972) RT
- E. Recognition confusions in sentence recognition
1. Anderson and Bower (manuscript) RES
F. Question answering
. Clark (1972) RT
Winograd (1972)*
Raphael (1968)%*

Bobrow (1968)%*
Norman (1972)%

e WN

G. Non—verbal'reéonstruction: following instructions
1. Wincgrad (1972)%*
H. Readin: rate and "proposition retention': <=iscourse

1. Kint=ch (1872) RES, RT




Table 1.2 (cont.)

I. Base comprehension task: verbal reconstruction

1. Frederiksen (1972,;presént report) RES
2. Crothers (1971) RES :

15
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concerned with‘representing both semantic and logi -al properties >f
natural language discourse by means of a limited set .of well-definied

semantic and logical relations and operators on thcse relations.

2. Selection processes. Selection processes refer to any operatiéns

‘which serve to restrict that information which is to be processed.

Selection processes are necessary to account for any failure to process
all features of the input and thus are central to any account of speech
perception. The strategies of speech perception described by Bever
(1970) involving segmentation, determining relations between clauges,
and labeling input segments are examples of selection processes.

Bever describes strategies which are both surface (i.e. determined

by surface characteristics of the. input string) and Semantic. Olson
and Hildyard (1972) have considered selection processes in verifica-

‘tion tasks and have proposed that the analysis of an input sentence

will reflect only those decisions about the input which cannot be made
prior to the input of the sentence. Thus information is selected

from the surface structure which is relevant to decisions which cannot
be specified a priori on the basis of context. To the extent that they
involve incomplete analysis of inputs, computer parsing routines also
involve selection processes (cf. Winograd, 1972).- Semantic selection
could occur if the parser were under the control of a semantic proces-
sing component of the program.

3. Interpretive processes. Interpretive processes are responsible

for "decoding" the input string resulfing in a syntactically processed
and semantically interpreted informational input. Interpretive pro-
cesses have been a major constituent of virtually every model. Winograd
(1972) presents a review of computer parsers and a description of his
own parser which utilizes semantic operations as a part of the inter-
pretive process (e.g:. to resolve ambiguities). Winograd's parser is
also unique in its use of "systemic grammar" (Halliday, 1967, 1970)
which is designed to provide an heuristic input to a semantic system. -
Winograd's semantic structure into which the parser maps, is not
particularly well developed from the standpoint of a generally applic-
able semantic description of English discourse. Bever's (1970) accounts
of processes in speech perception assign a central role to syntactic
processing in segmentation of the input string, and also considers

the semantic interpretation to be important in speech perception.
Sentence verification models a1Ways consider the transforming opera-
tions which are required to make a "semantic match" between two

inputs. These operations include syntactic (e.g. .passive to active)

_as well as semantic. operations. . Clark (in press) considers generative
- processes (generation of presuppositions) in his models for sentence’
verification (e.g., re. different types of negation). The model which

will be developed in Chapter 4 supposes that both interpretive and
generative processes occur at input. In the present work, a central
question will be to determine what task characteristlcs -induce a person
to process textual inputs "interpretively" or "generatively".



4, Generative processes. Generative processes refer to operations
which result in semantic elements being incorporated into the semantic
structure {(associated with a linguistic\$:put) which were not "present"
in the input in linguistically coded formy. Generative processes
include retrieval of semantic information corresponding to input
lexical elemerits, operations on stored semantic information (e.g.
inference), and,matching processes involved in the verification of
generated semantic information against “data" selected from the input.
The computer models which have been suggested are essentially inter-
pretive processors, although Winograd's (1972) parser allows for the
semantic.component to intelligently augment the parsing. Rummelhart,
Lindsay, and Norman's (1972) program treats retrieval as "rational"
(i.e. directed search), and Kintsch (1972) considers the transfer of
information from a memory buffer to LTM in list learning tasks to be
systematically based on retrieved semantic information corresponding
~to lexical elements. of the list. Clark's (in press) models for sen-
tence verification involve the generation of presuppositions corres-
ponding to certain input sentences and the use of the generated presup-
positions in matching against a second input. Three authors have
emphasized the importance of -generative processes in language compre-
hension and memory. Schank (1971) regards comprehension as a prediction
problem involving the generation of a semantic model of an input. "In
order to effectively analyze a given linguistic input, it is necessary
to make predictions as to what the input might look like, compare
\/} the actual input to the expected imput, and cocrdinate both with
’ the memory model" (Schank, p. 109). Kintsch (1972) focuses on infor-
mation storage and retrieval problems and argues that for economy of
storage, semantic structures will be stored from which information
can be generated (e.g.) by means of inference rules. In the present
work, we will be especially concerned that a model be capable of
accounting for the frequent occurrence of inferences in subjects'
free recall protocols. The model presented in Chapter 4 involves
generative processes both in semantically interpreting linguistic
inputs and in generating semantic elements not corresponding to expli—
citly coded input elements. To determine whether or not generative
v processes involving inference and elaboration were occurring at input,
in Chapter 6 we will analyze correlated growtl in reproduced (corres-
ponding to input. semantic elements), inferred, and elaborative seman-
tic response measures by fitting alternative stochastic growth models
assocliated with alternative assumptions about the occurrence or non-
occurrence of generative processes at input.to the data. The results
will be seen to support the notion that generative processes do occur
at input..

5. ‘Storage and retrieval processes. Storage and retrieval processes
are involved whenever input information 1s processed, since processing
takes time and thus information must be stored in order to be processed.
While memory models developed to explain list learning phenomena are
available (e.g. Reitman, 1970; Anderson and Bower, 1972a; Atkinson

and Shifferin, 1971), models which consider the structure of stored
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semantic information and which consider memory processes in compre-
hension have been proposed only recently (cf. Collins and Quillian,
1969; Rummelhart, Lindsay, and Norman, 1971; Kintsch, 1972; Anderson
and Bower, 1972). Among psycholinguists, there appears to have been
an unwillingress to seriously consider memory processes in comprehen-
sion at all (e.g. Carroll, 1971). Of the above models of 'semantic
memory" processes, Rummelhart et al. (1972) and Kintsch (1972) have
attempted to use theilr models of semantic memory structures in con-
junction with process assumptions to account for free recall list
learning results; and Anderson Bower (1972) have been concerned in
addition with accounting for recognition memory for sentences. All
of the above models of semantic memory processes incorporate (1) a
process for "maintaining input" (rehearsal), (2) a limited capacity
short term memory (STM) or buffer storage, and (3) a long term memory
(LTM) of practically unlimited capacity and the contents of which

may be represented by means of a semantic structural model. The
models differ in their treatment of the role of STM limitations in
the selection and definition of what is stored, the role of retrieval
processes during input, the kinds of retrieval processes considered .
(e.g. directed vs. undirectéd search of LTM, development of retrievaf
cues), bases for forgetting,; matching processes, and of course the
structure in LTM which 1s searched. 1In the present research, recall -
~ protocols will be obtained after repeated exposures to a discourse

to facilitate the systematic study of processes by which a memory
structure is "built up' in LTM and the role of previously stored
semaentic structures in the acquisition of new information.

6. Operations on semantic information. Operations on stored semantic
information are involved in retrieval; in semantically interpreting
input lexical elements; in transforming input information (e.g. by
applying . operators to previously input relational structures);
inference: inferring relational structures from previously input ~
relations, or from structural representations of lexical elements, or
both; in generating presuppositions (highly probable "inferences'");
and in generating elaborative relatdonal structures. To the extent
that models have been ''interpretive'" rather than ''generative', opera-

po

tions on stored semantic information have not been considered (especial—\

ly during input) or have been considered only in a limited way. 1In
addition to the work discussed under '"generative processes above,
operations on stofed semantic information have been a central compon-
ent of computer question-answering systems such as those of Bobrow
(1968, algebra story problems); Raphael (1968, limited logic re.

i z.aents of set relations, part-whole relations, etc.); and Winograd
“7"., spatial relations).

7. Hatching (verification) processes. Matching processes have been
extensively studied in the research on sentence verification, much of
which has. already been discussed. In addition to this work, Anderson
and Bower's (1972b) computer program extensively develcps matching
processes as it triles to find paths in a semantic structure in LTM to

K



correspond to a Structure which is input. A particularly interesting
problem which they deal with is that of imperfect matches involving
semantic "trees" in LTM which imperfectly correspond to input 'trees'’
and the use of this imperfectly matched information in subsequent
processing.

8. Output expressional processes. Output expressional processes are
involved in linguistically encoding semantic information to express
acquired or generated semantic information as discourse. Expressional
processes have not been considered seriously in most work on compre-
hei.sion since either the tasks used do.not involve meaning reconstruc-
tion, or (especially in computer models) output expressional processes
are not of immediate interest to the author. There appears to be a
growing congsensus that a model of comprehension cannot be based on
processes of speech production and that a linguistic description

based primarily on considerations of speech production is not likely
to be optimal for purposes of developing. a semantic representation

of natural.language. , v .

One of the principal shortcomings of process-oriented research in
comprehension and semantic memory is that either the models suggested
have a good basis in experimental data but are limited to very specific
tasks, or they are less task-restricted by have a very poor basis in
empirical data (especially the computer models)

1.5 Effects of Surface and Semantic Properties of Discourses and
Discourse Contexts

*Much of the voluminous research on language comprehension and learning
from "meaningful verbal discourse' has been concerned more with deter-
mining what properties of linguistic material or factors in the context
within which the linguistic material is presented are related to the
"degree" or "amount" of comprehension or learning which takes place
in response to an input discourse rather than with determining the
sequence of processing operations which take- place or the representa-
tion of informatior: in LTM. Carroll (1971b) has prepared a very exten-
sive review of that literature on comprehension and learning from
discourse from the former point of view. While much of the research
reviewed by Carroll is not process-oriented, the results are important
to- the extent that they identify specific characteristics of discourses
or discourse-contexts which affect outputs related to the processing
of that discourse.: Carroll's review includes topics. such as the
following: (1) studies identifying properties of single sentences
which affect performances involving those sentencé types such as:
“length; grammatical structure including: phrase structure constituents,
grammaticalness, grammatical 'tomplexity", syntactic anomaly; semantic
anomaly; relative roles of syntax and semantics; order of apgroxima-
‘tion to natural language; (2) studies of effects of factors of content

" and organization in discourse; (3} studies of effects of stimulus

<



modality (visual vs. auditory presentation); (4) studies of effects
of other presentation factors such as speech rate, compressed speech,
and distractions during listening; (5) studies identifying variables
affecting (long term) learning from discourse (usually measured by
multiple choice tests or verbatim recall) such as (a) "meaningful"
vs. "rote" instructions; (b) intentional vs. incidental learning;.
(c) effects of "advance organizers' and other kinds of contextual
information or instructions; (d) effects of length~time relationships,
word frequency, and repetition; (e) effects of content, organization,
sequencing, and other semantic characteristics of a discourse; and
(f) post-presentation variables such as delay of recall and recogni-
tion. Carroll's review is extremely useful as a catalogue of charac-
teristics of linguistic inputs .and task characteristics which have
been found to “influence performances based on these inputs. Carroll's
review does not consider recent work on linguistic semantics relevant
to comprehension, recent work on semantic information processing, or
more recent work on semantics and comprehension reviewed by Clark
(in press). Carroll's review also does not consider developmental
studies or research cbncerned with in/erential processes in language
processing. It is interesting to note from Carroll's review the
almost total ‘absence of systematic experimentation on effects of
semantic-structural properties of discourse on comprehension and
memory. Of the studies which are reviewed, the most relevant to this
problem are those concerned with establishing that information con-
cerning syntactic "deep-structure" characteristics of sentences is
used in understanding or remembering those sentences, and those
attempting to show that in recognition subjects make confusions be-
tween sentences which are gimilar in meaning (''gist'") but differ in
"deep structure." The paper of Clark (in press) thoroughly reviews
research employing verification and question-answering tasks with
the objective of identifying a process model and semantic representa-
tion which is capable of explaining performance on these tasks; and
Fodor and Garrett (1966) have reviewed experimental work concerned
with establishing a relationship between the "derivational complexity"
of sentences (re. generative ‘transformational grammar) and processes
in sentence comprehension and memory. ' S :

A number of recent studies are concerned principally with the structure
of semantic information in LTM and are not descrfbed in the previously
cited reviews. These include: ™Kintsch's (1972) experiments on seman-
tic acceptability of sentences and on reading times for sets of propo-
sitions (Kintsch and Keenan, 1972), Anderson's (described in Anderson
and Bower, 1972b) experiments on recognition confusions 1n sentence
memory, and recent work on gentence verification (Trabasso, 1971; Olson,
1971, 1972) and on Verification times.for semantic relations defined

on word pairs (Collins and Quillian, 1969; Rips, Shoben and Smith, 1972;
Smith, Haviland, Buckley, and Sack, in press) 'Rintsch (19722) varied

both semantic properties of sentences. (definitional, contingently true,

contradictory, and nonsénse) and syntactic form (copula-noun, copula
adjective, and verb), and measured true-false verification times. He
found that "if subject and predicate are strongly related in an accep-
table sentence, reaction times are faster (definitional sentences). .
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than if the relationship is less close (contingent sentences); for
unacceptable sentences this relationship is reversed.'" Kintsch

found no effect of syntactic form class. A process model was also
presented to account for more precise quantitative properties of

the data., The studies of Collins and Quillian (1969) and Rips et

al. (1972) also explore the hypothesis that processng times may
reflect seMmantic properties of elements stored in LTM. 1In the case
of Coliins and Quillian the structural, feature of information stored
in a semantic network in LTM studied 1s the number of nodes inter-
vening betWeen twWo concepts. Rips et al. argue against the network
definition of "semantic distance" but their argument appears to
indicate only that Collins and Quillian's network is not sufficiently
~complex. The general result is that as semantic distance 1s in-
creased between the subject and predicate, reaction times for judz-
ments of semantic acceptability increase. In another study (Smith,
et al., in press), evidence was obtained from measures of resp-nse
times for true-false verification  of previously learned noun-
"number pairs ip which the nouns were organized hierarchically into
classes, which was interpreted as indicating that both stotrage space
and retrieVal complexity determine what retrieval process was adopted
by their subjects -- direct retrieval (directly reflecting the otgan-
ization of the noun hierarchy) or deductive retrieval (operating
deductively on the noun hierarchy).

In another experiment designed to demonstrate that the propositional
base (semantic) structure of a sentence has demonstrable effects on
processing time, effects not attrlbutable to such surface features ~
as length and syntactic factors, KintSch and Keenan (1972) measured )
reading times for sentences of constant length and differing propo- .
sitional (semantic) structures.} When reading time wag plotted as a
function of number of propositions recalled, it was found that each
added proposition increased reading time by an approximately constant
amount. Interpnal analyses of the data indicated that the effect was
not entirely due to syntactic factors. These experiments leave little
doubt that semantic characteristics of liexical items, sentences,
and discourse have important effects on performance.

Anderson (reported in Anderson and Bower, 1972b) has attempted to
obtain data from recognition memory experiments which could help re-
solve the issue 0f what surface sentences to consider to be synonymous,
~1l.e. members of the paraphrase set represented by a single semantic
structure in LTM, by examining recognition confusions in sentence
memory. The tazsk which Anderson employed was a four-alternative

forced cholte recognition task whete his interest was in comparing
false alarm rates for different incorrect choices. The assumption

was that if two Sentences are mapped onto the same semantic structure,
they will ‘be confused.in later recogni“*on if first, separately

" stored syntactic Information is "wiped out' by exposure to interpo-
lated material during the delay between presentation of a sentence

and presentation of the "probe" sentences. On the basis of his results,

o
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Anderson concluded that the range, of surface forms which ought to

be regarded as "equivalent' 1s mych broader than one might expect.
However, there are reasons_ to~reserve judgment on such & conclusion
which is based entirely on senuence recognition data. The use of
memorial techniques to assess strthural identity of representations
of sentences stored In LTM has been criticized by Fillenbaum (1970)
on the grounds that evidence based on confusions in recognition are
only indirectly related to the underlying representations in LTM.

That recognition confusions can reflect specific events in sentemnce
comprehension .and recﬁgnition which in turn affect what is stored

is illustrated by Tieman s (1971) dissertatlon in which different
instructions (viz. "remember the wording" vs. "generate images') were
found to have a greater effect on recognition errors for comparative
sentences than did properties of the comparative sentences employed.
In view of the difficulties involved in making absolute statements-
about the form of information stored in LTM from sentence recognition
studies, it may be desirable to consider bther tasks which may provide
more direct information concerning the structure of semantic informa-
tion stored in LTM.

Sentence verification tasks have also been employed to infer proper-
ties of the representation of linguisti¢ information resulting when

a sentence 1is comprehended (cf. Clark n press). The method adopted
assumes that a person's reaction time is a sum of durations of proces—
sing times for independent serial processes associated with "encoding"
input information into internal representations and ‘with matching
these representations against other representations. The form of the
internal representation obviously plays a major role in determining
the series of.operatiomns involved in interpreting inputs and in match-
ing (e.g.) representations generated for pairs of sentences. As in
the case of sentence recognition studies, the natu3¥ of the represen-
tation in LTM appears to be influenced by specific characteristics

of verification tasks. For example, Trabassc {1971) has fit alterna-
tive process models for the-verification of negative sentences (a _
"response change model'" and an "optional recoding model') to new data
and to previously reported data from a variety of sentence verifica-
tion studies and concluded that §F§%§gts adopt alternative processing
strategies depending on characteristics of the tasks and sentences

processed which are related to the number of options or altérnative
‘states open to the subjects. Clark (in press) independently came to

the same conclusion comparing identical models (which he called "true"
and "conversion" models of negation). Olson (1971) has investigated
this problem developmentally finding that the ”recoding strategy"
occurs later than the "respomse change strategy'. He concluded that
"the number of mental operations is determined’By the set of alter-
natives considered by the listeger-reader In another stully, (Olson
and Hildyard, 1972) processing times for verifying active and passive

' sentences were considered to depend only on the time required for

decisions which ‘cannot be presupposed prior to presentation of a
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sentence. In this experiment the voice of the verb of the sentence
being verified was specified by the context (by "foregrounding')
with the resulting decision time associated with voice being reduced

to zero. Thus,

thefe_is‘substantial evidence from sentence verifi-

cation studies that the extent of processing of sentences, and hence
the form of information resulting from those processes, is related
to specific informational characteristics of a task and context-
related presuppositions. The resulting conclusion that the form in
which semantic information is represented in LTM is a relative matter
is an important contribution to our knowledge about comprehension.
The rossibility remains that there is a "most- probable' form shich
occur under a great many task and contextual conditions. If this
is so, then it would seem to be important to attempt to determine
the probable form of semantic representations resulting from compre-,
hension of sentences embedded in atural discourse contexts and
unaffected by the processing of subsequently presented probe inputs.

It may help in identifying just what combinations of tasks, measures,
and experimental variables have been studied in research on compre-
hension to present a systematic classification of tasks, response
measures, and independent variables which have been used (or may be
used) to study information processing in comprehension and semantic

The classification inTablel.3 is by tasks, response measures,

and independent variables lending themselves to. experimental manipu-
lation. The tasks are classified first as involving either a choice
response or a free verbal response, and second as involving either

single inputs or multiple inputs. Within this general two-way classi-

fication specific tasks are identified. Not included in the free
response tasks listed are those requiring verbatim reconstruction
(since they do not meet the minimal requirement for demonstrating
comprehension -- paraphrase) and those tasks which alter the base

task of uninterrupted presentation ‘of an input discourse. It may be
seen that practically all research on comprehension has employed choice

response tasks.

This fact seems to be in part due to lack of an

adequate solution to the scoring problem discussed prev1ously Measures
which may be obtained are classified with respect to the task for
which they can be obtained —- choice response tasks or free response
tasks. For choice response tasks, both response patterns ‘and response
times have been employed. The variables identified in Table 6 for
single inputs include, surface (e.g.- grammatical) characteristics

and ' semantic characteristics. The great majority of psycholinguistic
studies have heen conctrned with grammatical or certain semantic
characteristics (e.g. negation, locatives, comparatives) of single
sentences. Also considered have been characteristics of inputs such
as word frequency, length, and "imagery value'". An unsolvable design
problem for experiments attempting to manipulate input variables

such as these is the mutual inter-depeéndence of discourse characteris-
tics which is built into lénguages and which makes it impossible to
manipulate one independently of another. For example, it is wvirtually
impossible to vary a semantic characteristic of a lingulstic input -

-



Table 1.3

Tasks, Response Measures, and Independeﬁt Variébles for the
Experimental Study of Information Processing in
' Comprehension and Semantic Memory

TASKS

I. Choice Response Task

A. Single input: verification of semantic acceptability

B, 'Multiple inputs:
1. probe retrieval recognition
choice recognition
N question answering: yes/no
2. verification match/no match
: choice verification

II. Free Response Task

A. Single input: ..
1. paraphrase.
2. meanlhg reconstruction
3. .operafioné on input : -
4. reading time .

B.-—hultiple inputs:

. question answering: wh-questions
.. structured deletions ‘

. meaning reconstruction -

. operations on input

. reading time ’

wm Lo

MEASURES
I. Choilce Response
A. Response pattern:

1. binary
2. multi-category

B. Response times.




25

Table 1.3 (cont.)

I1. Free Response

A.

Reproduced structure:
1. surfa~e features
2. logico-semantic features

. Generated struéture: [classified by opérations which gen-

. erated - the structure]
1. surface features . :
2. .'logico~semantic features

Serial order in output

Response times

INDEPENDENT VARIABLES

I. Single Input

A,

Surface characteristics:
1. 1length
2. surface structure

Semantic characteristics:

1. content conceptual
: relational
2. .structure ~ semantic
' logical

Temporal conditions

Structured deletions

Respor ;e required at input

Context

I1. Multiple Inputs

A.

B.

Single input variables for each'input . o

Relations between successive inputs:
1. identity ’ ‘ L
2. surface transformations
3. semantic relations

Tempoxal conditions between successive inputs

Interpolated material
1. none
2. present




without also varying a' surface characteris
some limited freedom to pick surface sente
_phrase set'" assoclated with a single seman
satisfactory solution to this problem appe
strategy of '"representational design" (Bru
sampling linguistic inputs from a set of i
only the syntactdc or semantic property wh
and which vary with respect to other chara

In the present research, we have worked en
tasks involving meaning reconstruction. §
Measures obtained (including those describ
of measures of reproduced structure, gener
order in output. Experimental variables m
context in which the input was presented.

tasks, we eventually hope to be able to ge
cerning the form and content of informatio
resulting from- comprehension of sentences

context, to be able to determine parameter
. and discourse contexts which affect the fo
and to be able to gather information conce
which occur in processing an input discour

. Research on language comprehension and sem

free response tasks has been undertaken on
(1970,..1971) and in the project described
Although there has been research reported
ties of di§nourses consisting of multiple
acquired from the discourses; with distort
in remembering; and with effects of specif
the content of a text, advance organizer
instruction on recall of elements taken £t
review, and (e.g.) Frase, 1966; Dawes, 1 i
the. tasks employed have been choice respon
verbatim recall. This research also has n
cedure for representing the "meaning" of t
both"Crothers' project and the present one
- done on the twin problems of developing a
-‘representation of discourse and of scoring
tically against clie structural model of an

Crothers -(1971), working with single parag:
.pedia entries for nebula and oceanography,
semantic representation which emphasizes a
of the paragraph and which contains substar
which is inferred, i.e. information which :
in the surface structure of the passage bu
explicitly represented information. One o
undertaking a structural analysis is to de
tation from which an "abstract" of a passa;
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by "pruning off" the more subordinate branches. Psychologically,
this goal was motivated by the informal observation that in recon-
structing a passage, one starts with the "gist" (superordinate
structure) and then proceeds to reconstruct the details (branches).
However, Crothers found that this "gist hypothesis" was not supported
by his data based on the nebula and oceanqgraghy passages. Crothers
also found that -the related hypotheiss that "terminal (i.e. most
subordinate) subtrees" are recalled less well than the main subtree
was not supported by the data. In addition to these results, Crothers
- study found (1) that frequency of occurrence of a node within the
structural model of a passage (both explicit and implicit occurrence)
was related to the number of subjects recalling a node, (2) that °
sentence order did not appreciably affect recall, (3) that forgetting
‘ is not mainly restricted to embedded clauses in the surface structure,
(4) that the major .subtopics (hierarchies) were recalled independently
of one another. The above results were based on an analysis of
responseé. patterns consisting of scores indicating whether a node was
correctly recalled in a subject's protocol

1.6 Organizatjon

Part I of the present report presents results concerning the effects
of experimental contexts which were obtained using the first proceduyre
developed for measuring semantic information acquired ftom a discourse.
Chapter 2 contains a description of the rationale for the study,
reviews relevant research, and outlines the specific questions to be
investigated and the sources of data relevant to these questions.
Chapter 3 presents a description of the conventions which were first
adopted for representing semantic structural information '"contained"
in a discourse and a description of the scoring procedures.which
were developed based on these conventions. ' Also identified are the
semantic classes of responses in reconstructed discourse which result
from the application of these scoring procedures. Interscorer relia-
bilities of .frequency scores based on these respcise classes are
also reported. To facilitate description and inr:rpretation of our
results, and to make explicit the process assumpt:cns underlying the
quantitative analyses of the data which were under:iken, Chapter 4
presents a detailed description of the process mode. which was developed
during the course of the research. Considered in :the model are
processes involved both in generating semantic infcrmation from a -
.natural-language discourse and in reconstructing information acquired
from a discourse. Relationships between specific processing operations
and classes of response in reconstructed discourse are discussed.
Two principal questions are identified with which the present study

. is concerned: the relative extents and roles of interpretive vs.

'~ generative’ processing operations in "normal" comprehension, and the
extent of invariance of these processes over characteristics of discourses
and discourse contexts {process invariance). Cnapter 5 presents the
principal experimental results »oncerning the effects of discourse
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conterts -=3igned to induce certain processing operations on semantic
infor-._--= contained in a discourse, on response class frequencies
refleztiny: the relative extent of specific processing operations
Resul:s :oncerning changes in these effects zssoclated with repeated
exposures to the discourse are also presented. ' '

In order to iﬁvéstigate possible alternative sources of observed
growth in inferred and elaborative relations which might reflect the
occurrence o nonoccurrence of generative processes during input,
stochastic growth properties of repeated measurements of frequencies
of different classes of semantic relations were also studied.' It

was assumed in the analysis that if new semantic information is
acquired at input and that generative processes do occur during input,
then observed growth in subject-generated semantic elements should not
be due solely to growth in the reproduced (explicit) structure.
Alternatively, if the person behaves entirely as an 'interpretive
processor, then subject-generated semantic elements will be produced
only at output and thus observed growth in subject-—generated elements
ought to be attributable solely to growth in the reproduced structure.
These two alternatives were®studied by fitting alternative Markov
simplex growth models (Joreskog, 1970) to the matrix of intercorrela-
tions of frequencies of reproduced, inferred, and elaborative semantic
relations. Each stochastic model m: thematically expresses the
quantitative consequences for correlated growth data of a particular

- model. The results are presented in Chapter 6.- In addition, effects

of .the experimental contexts on the goodnegss-of-fit -of the alternative
mathematical models was found to be very informative. Since this

.comparative model fitting technique appears to be useful not only for-
investigating alternative sources of growth, but also for investigating
- alternative semantic stru:-ural hypotheses, included in Chapter 6

is a desecr? Dtion of how _inear. structural models such as the Markov

simplex mc =1 may be used to investigate semantic structural hypotheses‘
and a desc::pn:on of a generalized normal ogive model wh=ch should
permit on:z 7z investigate such questions at the level of individual

response patt2rns obtained for semantic structures corresponding to

~partlcular =zentences or sentence-sequences.

Another kZi... -7 quesfion which will be studied in Chapte= 7 concerns
sources oi zz-i:vidual diZferences in semantic informatiom recalled
or genera-2- (znd hence in the sequence of informatlon pr-cessing

~operation:z ca8ulting in that information), and effects of character-

istics of - “:courses and discourse contexts on sources of individual-
differences. Sources of individual differences may be investigated
correlations_ly by obtaining measures of specific narrowly defined
"abilities' and studying predictive‘relationships between these measures
and measures obtained from scoring subjects' recall protocols. Analysis
of the effects of discourse characteristics involves considering
experimentally—induced differences in ability-response class correla-
tions. A rationale for this approach has been suggested earlier
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(Frederiksen, 1969) involving interpreting a high correlation between
a specific ability measure and response class as indicative of the

- particular process or processes involved in generating responses of’
~that class. This method of studying individual differences in experi-

mental contexts has been applied extensively in educational research
and has been labeled by Cronbach and Smow (1969) the "ATI" approach
for "aptitude-treatment-interaction'". Thus, sources of individual
differences were studied by attempting to predict frequencies of each
class of response from measuréments of abilities and studying the"
effects of the contexts on these predictive relationships. 'In the
present research, processes in comprehension and memory were classi-
fied into input linguistic processes, unconstrained generative proces-
ses (associated with elaborative production),. generative reasoning
processes (associated with inferential production), output expressional
processes, storage and retrieval processes, processes associated with
buffer storage; and processes associated with the identification and
maintenance of semantic elements. Abilitylmeasurements related to
each of these classes were cbtained and used to predict response class
frequencies séparately for each experimental context. Data were

also obtained to attempt to determine to what extent individual differ-
ences’in strategies for acquiring and organizing semantic information
‘occurred and to investigate context effects on such strategies. Pre- -
dictive relationships between strategy measures and response class
frequencies were also investigated to determine which strateg-.es were
assoclated with specific classes. of acquired semantic informa ion

and under which experimental contexts.

Part II contains a detailed description of the structural model which
was developed to represent the logico-semantic structure of z digcourse
(Chapter 9) and a description of the scoring procedures which were
developed based on the structural model (Chapter 10). -Some results

-obtained using this scoring procedure are also presented in Chapter

10. Since an important aspect of this research has been the develop-
ment of procedures for measuring semantic knowledge acquired from a

. discourse, the descriptions of these procedures are intended to be

as explicit as possible.
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CHAPTER 2 °

LEARNING FROM DISCOURSE IN ARBITRARY AND NON-~-ARBITRARY CONTEXTS

By what process is an individual able to acquire semantic knowledge:
from natural-language discourse? How and in what form is such acquired
information stored for subsequent use? By what means 1s such stored
semantic information made available for use in new situations long
after it has teen acquired? It is hard tc think of issues more
central to an understanding of cogni:zion, learning, and psycho-
linguistics, especially when one reflects on the fact that most of
the learning which takes place durine a person's lifetime occurs in
response to verbally transmitted irIormation: transmitted in messages
usually consisting of more than one sentence. In fact, it is hard to
' imagine a task which does not require a person to retrieve and use
previously acquired semantic information. Given the obvious importance
of the czpabilities referred to in :hese questions,' it is surprising
how litt_e 1s known about these prcczesses. We do know quite a bit
about tha ccmponents of memory, but only very recently have students
of memory begun to seriously inquire into the organizational properties
of information stored in memory (e.g. Norman, 1972; Kintsch, 1972).
While we do know that structural properties of sentences may be
proces:ad at many levels-(e.g. Bever, 1970), we still lack an under-
standi.; of the specific processing operations that occur which enable
a perscn to imterpret single senterces semantically. ‘At the,discourse
level, =zven less is known about these processes. The usual é;Sumption
appears to have been that a discourse would be processed in e same
manner as the individual sentences from which the discourse is
composeZ. Research on language comprehension has tended to emphasize
the immediate processing which occurs as a sentence 1s input and
understood "'and not to consider seriously questions involving memory,
such as: '"How is stored semantic information made available for use
in interpreting an input sentence?" and "By what processes does semantic
information acquired from one sentence affect the interpretation of
subsequent sentences?"

It would appear, then, that any satisfactory experimental attack on
these problems will have to seek to identify specific processing
operations that are involved. in acquiring and retaining non-verbatim
(semantic) knowledge from -natural-language discourse. Thus, from this
- point of view, an attack on these problems should simultaneously
consider the psycholinguistic and the memorial aspects of the problem.
These two aspects--the psycholinguistic, concerned principally with
immediate processing of sentences, and the memorial, concerned with
processes of storage and retrieval and with the organizatlon of
information in long-term memory--should both be incorporated in any
attempt to model the processes involved in knowledge acquisition

from discourse.




The next question, then, is ''What sort of experimental task 1s most
likely to H%complish these objectives?" A aumber of task character-
. istics are clearly necessary. First, the tasks =:mould involve the
uninterrupted pra2sentation of a . .ural-language discourse. Second,

the conditions of -presentation and the discourse itselZ rhould be
representative of naturally occirzing discourses and o natural
conditions in which discourses are received. -Third, scme assessment

of the semantic information waich has been acquized shcouli be made,

bc:h immediately after a discourse has been presentec zad at the

eni of some retention interval. Assessment of acquirsc knowledge

can be made in more than one way (e.g. probe retrieval: recognition,
choice recognition, question answering; or recall: reczll of items
contained in a presented discourse,' paraphrase, meanirz reconstruction;
see Table 1.3), but however the assessment is made, it is necessary
that the semantic information contained in, the input <¥scorvwse be
unambiguously and completely spezified. With the =xc=.tica of

Crothers' (1972) study describe¢ ia Chapter 1, thsre “zs deen virtually
no research on the acquisition =7 non-verpatim semantic informaticn
which is contained -n a text ani ~;hich is.to be acquirsc. However,
there have been an extensive aoumnsr of studies resported which are
concerned in various ways with m=aningful verbal learning"” in which
the learning task does not involwve verbatim memorization. Since the
principal interest in most of these studies has been in the effects

of particular experimental variables on the amount of "learning" from

a discourse, in practically all of these .studies onlv a single global
measure of "information acquired from a discourse' was obtained.

Since it is only by means of observations. of precisely what information
an individual has acquired from a discourse that wz can infer how an '
inaividual has processed an input discourse in acqui-irg that informa-
tion, these studies provide very little specific infr—mation about
these processes. The studiles do, however, provide a g=neral description
of the sorts of variables which effect various global indices of -amount
of semantic. information acquired. For a review of ¢ dies of the
effects of such task variables as rote vs. "meaningfu. ' instructions, s -
length, time, frequency, repetition, organization, sequencing, length
of retention interval, and incidental vs. intentional learning on
various global indices of acquired semantic knowledge see Carroll (1972)
and‘gflbofn and English (1937).

Among studies which measure "meaningful learning" by a single index

of amount of-apﬁuired knowledge, certain studies of the effects of
advance organizers, contexts, adjunct questidns, and other conditions
which are designed to induce specific processing operations on

gsemantic information contained in an input discourse are more informa-
tive about processing activities in the acquisition of knowledge from
discourse’ (cf. Ausubel, 1967; Rothkopf, 1962; Gagné and Wiegand,1970;
Carroll, 1972). The principal value of these studies is that they
indicate that there are experimental conditions which have demonstrable
effects on amount of non-verbatim knowledge acquired from a discourse:

effects which appear to indicate that subjects' processing activities




adapt to passage and text characteristics and that these activiiie.
include a variety of 'superordinate' operations on the logicc-

semantic content of a text. These studies include Rothkopf's -«:7:=s
of experiments on the effects of interspersed questions design::
induce particular processing activities in "meaningful learniz .’ ~om

prose (cf. Rothkozf, 1972; Frase, 1968; Carroll, 1972), Gagné ..
Wiegand's (1970) study of effects of context sentences immediat=a::
preceding facts to be learned, Ausubel's (1960, 1967) studies c:

effects of "advance organizers," and studies of interference eris
in acquisition of non-verbatim information from.discourse.

The rationale underlying Rothkopf's experiments is that questi - -
interspersed in a text which require that a subject search rec:

stored information acquired from.the text may influence a vari-w

of processing activities which facilitate the acquisition of i.. - =z-
tion from the text. Thus, in Rothkopf's view, a question has -

sorts of instructive effect: a direct effect due to the incress.
likelihood that a subject will store the interrogated informaz=-

and an indirect effect on "the various processing activities wt
subjects engage in while confronted with text" (Rothkopf, 197

The evidential tasis for this claim is the finding that quest.

affect the acquisition o{ information other than that narrowl-

required to answer the adjunct- .questions. To make certain th::
acquisition of the interrogated information has no direct effc;_ e
acquisition of information to be used to assess the second sor

effect of questions, in a separate experiment subjects are tra_;_; bol
the "interrogated" parts of the text and then tested on the ot. .
parts to insure ‘that no positive transfer occurs. In general. .....zive
effects of questions on amount of information acquired which w.
independent of the questions, were produced’only by questions ==
followed exposure to the relevant material. Rothkopf and Bisb_ .

(1967) also found that the nature of the adjunct questions inf.. .zd
" the nature of the specific knowledge acquired. Rothkopf has
.deliberately avoided speculating about the particular processes = -_ch

‘he is influencing in his experiments because of his feeling tha:
conclusions in this area are limited by 3 lack of adequate experrmental
measures. : '

Gagné and Wiegand studied the effects of particular context sentences
placed immediately before sentences expressing information to be

learned. The contexts conveyed "superordinate," "coordinate" (re..:zed), -
or "unrelated" information, or no ccntext was present. The contex. s

were found to affect recall differentially. Greatest recall was found
with no context, followed by superordinate, coordinate, and’unrelated
contexts in that order. However, no effects were -observed on recognition.
Ausubel and his collaborators (Ausubel, 1960, 1967; Ausubel & -
Fitzgerald, 1961, 1962; Ausubel & Yousef, 1963, 1966) have argued

that "meaningful' learning necessarily involves relating acquired
information to previously acquired knowledge ("cognitive structure ')




34

in a nonarbitrary and nonverbatim manner. Ausubel's studies have

not sought to specify the precise nature of these structures;

rather they have attempted to facilitate "meaningful" learning. by
manipulating that knowledge which is available to a subject to

which new knowledge can be related. His experiments involve the
presentation of 'advance organizers'" -- introductory discourse
material presenting new generalized concepts under which information
to be learned can te subsumed, or clarifying distinctions which
 distinguish the new information from previously acquired knowledge --
and investigating the effects of advance organizers on the amount

of new information acquired. Results have generally appeared to’
support Ausubel's notions concerning’ the importance of advance
organizers in the acquisition of non-verbatim knowledge from discourse.

Since these experiments with Hdvance organizers fall within the
interference paradigms of list learning research and since the
predicted effects have generally been facilitative, it is of interest
to determine ,if there are conditions under which inhibitory effects
can be produced. In fact, inhibitory effects appear to be rather
difficult to produce in learning tasks involving nonverbatim learning
from discourse. Inhibitory effects have been produced only with

© diffjculty and only in studiesg of retroactive interference (RI).

..One major difficulty in this drea is in defining a measure of the
similarity _of-the originally learned passage and the interpolated
passage. Any adequate solution to this problem would appear to
require a well-defined semantic model of both the original and the
interpolated passages. A second difficulty involves measuring the
degree of learning of the original and interpolated passages.. What is
reeded is a means of precisely measuring that information which has
been acquired from an input- discourse, and that input information
which has been alteted or trangformed as it is acquired. Furthermore,
a taxonomy of "intrusions" is needed if one is to d étinguish subject~
generated gemantic information from that information which is generated
in responge to the interplated passage. For these reasons any results
in this area must be regarded as only suggestive. -

Few studies have 8ucceeded in demonstrating RI with connected discourse
materials which have required substantive (non-verbatim) recall. Mehler
and Miller (1964) presented lists of ‘eight sentences for. free recall
.and scored Bubjeyts pProtocolg with both verbatim and conteiit criteria.
‘Interpolated sentences were constructed to provide either syntactic
interference (different groups were presented eight sentences at one
of three degrees of syntactic similarity) or semantic interference
(eight interfering sentences represen:ing each syntactic type in the
original 1list were presented such that sach interfering sentence was
completely unrelated to the originals in meaning). Two degrees of -
original learning were used. Syntactic and semantic interference were
produced when the verbatim criterion was used for both degrees of
original learning. But when the content criterion was used,

o



substantial syntactic facilitation was produced at the lower degree
of orlginal learning. Mehler and Miller interpreted their results
as belng consistent with the idea that semantic information and
syntactic-details were acquired separately (in that order) and
presumably Stored separately

Entwisle and Huggins (1964) tested engineering students on prirciples
of electrical circuit theory which they had studied. Interpolation
of a highly similar set of principles before testing produced
inhibdtory. effects. However, it is reasonable to suspect that there
was 2 significant rote memory component to these tasks. Ausubel,
Stager, and Gaite (1968) attempted to produce conditiors which would
result in inhibitory effects of a second interpolated passage on
nonverbatim knowledge acquired from a previouslv presented passage (RI).
They found that two variables, degree of interpolated learning and
overlearning of the original material, both facilitated the retention
of information acquired from the original passage., They attributed
‘the facilitating influence to possible rehearsal .urd clarification

of ‘the original material induced by the interpolatec message.
Finally, crouse (1970) defined similarity of.the orijjnal and inter-
polated texts in terms of similarity of questions generated from
either pagsage (same questions, different answers). With highly
similar interpolated passages so defined, he produced a modest amjunt
of RI. However, the answers to the questions which he used appeared
to haVe an arbitrary (rote) character which make the study unc0nvinc1ng
as a Study Of "meaningful" learning. These studies of effects of
-advanced organizers, contexts, adjunct questionms, and interpolated
texts leave little doubt that "contextual' factors, post-presentation
factors, and'such factors as adjunct questions affect processing
activities involved in acquiring semantic information from discourse,
processing operations which appear to be substantially different

from those Operating in rote memory tasks involving discourse.

A major shOrteoming of the studies which have been described thus far -
is that they provide very little information about precisely what was’
affected by the experimental conditions. For example, Rothkopf pE (1972)
has observed that "serious theory building is at present limited by
the sParse Measurement techniques that are available to us. Anyone
who has ever conducted an experiment on learning from written text is
struck by the mute and unrevealing posture of the reader. The processes
that must be taking place have to be inferred from crude learning
measuTres of from inspection’of time data in a very indirect manner"

" (p. 332). While there has been some theoretical work concerned.with
developing a process model for natural language comprehension and
semantic memory (see Chapter 1), it appears as if our ability to

" develop an adequate data base for such a theory depends on the
development of an adequate procedure for measuring precisely what
semantic information a subject acquires (or generates) when presented
with a discourse. With the exception of Crothers (1972) study and
previously described studies. of recognition memory for sentences,

k]
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there 1s very little research providing information concerning either
the acquisition of specific semantic elements from a discourse or the
effects of possible processing operations on presented semantic
information which might be reflected in the presence of semantic

information in subjects' protocols which is derived from, but not
identical to, information which was explicitly coded in the presented
text. However, there are two lines of work which are relevant to-
these problems, both of which have attempted to represent the semantic
content of a discourse in the form of a relational structure which a
discourse imposes on its conceptual classes and both of which have
attempted to measure recall of specific semantic elements contained
in a discourse. :

The first line of work (Dawes, 1966) stems from Bartlett's (1932)
studies of global aspects of subjects recall of semantic information
~ presented in a discourse (e.g. "conceptual complexity," "simplifica-
tion," "structure").  Dawes was.concerned with investigating Bartlett's
hypothesis that as the retention interval between presentation of a
passage and recall increases, the semantic structural information
which is recalled will become simplified'and at the same time will
acquire greater structure. His method involved presenting an essay
which was constructed fo assert a number of set relations involving
‘relations between certain conceptual classes. Dawes argued that the
distortion of meaningful material which occurs in memory may be measured
as transformations of the set relatiohs contained in the presented
material. The set relations which were considered by Dawes were
nested relations (in which one set is entireli contained in the other
or in the complement of the other): identity (4ll elements in two sets
or conceptual classes are in common), exclusion (no elem- .ts are in
common), and inclusion:(all elements of one sef| are elements of the
other); and disjunctive relations in which two lclasses have some.
elements in common but neither is included in the other." The measure-
ments which Dawes obtained in his recall experiment were total number
of relations~recalled correctly, a simplification measure (number of
"overgeneralized" relations,.i.e. disjunctive relations recalled as
nested minus number of "pseudodiscriminated" relations or nested
relations remembered as disjunctive), an accuracy score (number of
correct relations minus number of incorrect relations), and a simplicity
.score (number of correctly recalled nested relations .minus number of
correctly recalled disjunctive relations). Subjects recalled the
relations ‘asserted in the presented passagE‘either immediately or
after a-two day retention period by listing all of the group relation-
ships which they could remember. The "immediate" group was also
tested after two days. Dawes' results indicated poor accuracy, and
that simplification occurs, i.e. that distortions tend to yield
simplification. He found no evidence to indicate that simplification
" increases with the passage of time.

{

‘The second line of work (Frase, 1969, 1972) is explicitly concerned
with attempting "to understand how:the relationships among the words -
that represent ideas in a text control and maintain conceptual



processing, ‘and consequently how they determine the knowledge that
results from reading" (Frase, 1972, p. 338). Frase's approach

involves attempting to manipulate specific processing operations by
means of prior adjunct questions and then to study the effects of such

. "contexts" on the acquisition (recall) of specific elements (words)
contained in the presented text, Thus, Frase (1969) presented subjects
with essays containing five conceptual categories such that the classes
formed a sequence in which adjacent pairs are:connected by superset-
subset relations. The subjects were told to read each passage and to
find and underline the information which was needed to draw a conclusion
typed at the top of each passage. A conclusion to be verified involved
a-stated superset-subset relation between two conceptual classes whose
verification required the subject to scan from one to four irtervening’
clgsses (as specified by the input sequence). Following this procedure,
subjects were asked to write down everything they could remember from
the passage. Studied were the effects of the queStions upon the recall,
of each of the five conceptual categories. The basic.assumption was
that subjects would scan the passage for the information necessary to
generate the transitive inference relevant to the to-be-verified "
conclusion and process only minimally information notirelevant to the
conclusion. Frase hypothesized further that text points irrelevant

to the conclusion would be less likely to be stored in memory. Results
were entirely consistent with Frase's hypotheses; recall of conceptual
classes between concepts conrected in a to-be-verified message was -
greater than for the remaining irrelevant concepts. This result was
also found to be independent of. sentence order. Frase's results are
important for their cenvincing demonstration that both context- induced‘\
processing operations and semantic structural characteristics of a

text can affect the acquisition (and recall) of specific conceptual
elements contained in a text. Since Frase based his results on an
extremely simplified semantic structure, it would be desirable to
investigate similar effects with texts expressing a wide variety.of
semantic structures. Before any general conclusions are possible, it
will be necessary to obtain such results based on more realistic
semantic structures and to observe effects not only on recall of
individual conceptual elements, but also.on the acquisition of structural
semantic information as well. Such studies could be most informative
about the role of cognitive operations at the semantic level in. the
acquisition of semangic information from discourse.

The outlines of a research strategy for investigating the processes
invelved in acquiring semantic information from discourse should now

be reasonable c¥ear. It appears that if we are to progress in our
knowledge of these processes, it will be necessary to have a method
.available for measuring precisely, what semantic information 1s contained
in a text and a method for measuring precisely what semuatic “information
has been acquired from a text. If a semantic structural model of a

text and an associated measurement ‘procedure were available, then a
research strategy could be adopted based on inferring the occurrence ™
of specific processing operations in comprehension and semantic memory

-
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from: (1) measurements of specific semantic information in subjects'
recall protocols: information which was acquired from the presented
discourse, transformed in specific ways, or generated by the subject
himself in specified manners from the input; and (2) observations of
the effects of particular contextual conditions designed to induce
particular processing operations on these measurements.

The present research has proceeded by first attempting to develop
solutions to the twin problems of semantic representation of discourse
and measurement of semantic information acquired from a discourse,

and then attempting to apply the research strategy just outlined. The
particular contextual conditions studied were designed both to induce
certain inferential operations on text content and to relate to the
notion that much of the "arbitrariness' which seems to be present

in many laboratory comprehension tasks is due to the lack of specific
context-defined goals to ‘be attained in understanding and remembering
information contained in a text. Thus, there may be an iuportant
difference between "reading" and "reading for a purpose," a difference

" which would appear to be likely to affect the types of heuristic

procedures which subjects adopt in understanding and retaining semantic
information contained in a text (cf. Freedle and Carroll, 1972).

The three different task conditions adopted were designed to influence
inferential operations on the input discourse, both quantitatively

and qualitatively. The notion was that processes involved in acquiring
gemantic informatlon from discourse would be dependent on operations

. on the semantic infermatiom to be performed after the information has

been acquired. The experimental conditions’used consisted of an
"arbitrary" .condition in which subjects were presented with a recorded
discourse and ‘then asked to write their reconstruction of the informa-
tion which they had acquired from the discourse, a problem solving )
("non-arbitrary") condition in which subjects were also required to
generate for subsequent use as many different solutions as they could
to a problem based on the content of the essay, and an incidental
memory condition not requiring reconstruction of the input essay.
Subjects in the first two groups wrote their recalls after each of
four exposures to the discourse; subjects in the remaining group wrote
their recalls only after the fourth exposure.

The research reported in the subsequent chapters was designed to
obtain data relevant to a number of questions concerning those ‘Infor-
mation processing operations which underlie the ability to acquire
semantic information from discourse. Since these questions principally
involve hypotheses about:specific processing operations which occur '
and since the semantic analysis of subjects' recall protocols yields
scores which appear to reflect the outcomes of specific classes of
processinn activities, we found it desdirable to develop first in some
detail a general process model for .use as a theoretical framework
within which specific questions could be formulated. The four

specific issues which are described below constitute. the principal
questions to be investicated {m Part T of fhdc vammri
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1. Process invariance. There are two sorts. of questions involving
invariances which are of concern for a theory of natural language
conprehension: structural invarience: '"To what extent is the form of
semantic information in long term memory resulting when a discourse

{s understood fixed or invariant?", and process invariance: "To what
extent is the sequence of processing operations which generate this
semantic informaticn invariant?" Both sorts of invariance can be
considered with respect to a variety of task characteristics such as
surface and semantic properties of discourse inputs, temporal
conditions, repeated exposures, and contextual conditions. The other
sidc of these questions is concerned with the effects of such task
characteristics on processing operations and semantic information
resulting from these processes. The problem is to determine those
aspects of procesring which are under the control of discourse and
‘task variables, and those aspects of the process which are relatively
fixed or invariant. Studies of these questions will not onky help
identify specific processes, which enable a person to extract semantic
information from a discourse, but also will help to describe the manner
in which these processes adjust to characteristics of an input discourse,
repeated inputs, or disccurse contexts. The present research will be
concerned principally with process invariance, invariance with respect
to the contextual conditions which have been described and with
respect to repeated exposures to an input text.

2. Interpretive vs. generative processing. In Chapter 1, a distinction
was made between a language processor which is "interpretive," i.e.
capable of semantically interpreting linguistically coded input

* information, and one which is "generative," i.e. capable of generating
new semantic information from linguistic inp:ts which are "semantically
incomplete" (which incompletely code the sementic information which is
necessary to understand the text). 2 p maJor question to be considered
in the present research is: "To what extent do people process
linguistic information generatively?" and "Can contextual conditions
significantly influence the extent to which people process a dlsc0urSe
generatively?"

|

3. Role of generative processes. SuppAse that the verbal recalls
which subjects produce after being presegied with a text ~ntain

‘relatively extensive semanti.: irformation which does no  orrespond

to information which was explicitly represented in the iuput text.

The presence of such subject- generated information implies that specific
operations must have occurred to generate the information. An important
question, given that generative processes Occur, is to determine

whether such processes occur as an input discourse is being processed,
or whether a discourse is first processed interpretatively with
generative operations (such as deductive inference, presupposition,
certain kinds of retrieval) occurring subsequently--during output if

the subject's recall is obtained immediately after the discourse is.
presented. It is clear that generative prozessing capabilities are
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necessary, for example, to successfully intcrpret ambiguous construc-
tions such as in ambiguous pronominal reference and syntactic ambiguity
The question being asked here is, ''To what extent .are generative
processing capabilities involved beyond .those minimally required to

~understand natural language texts?'" A related question concerns the ‘

temporal locus of effects of contextual conditions on processing
activities. Do the contextual conditions pf&HUce differences in the
extent to which textual information is processed generatively as it
is received, or do the conditions affect primarily the mode and extent
of subsequent processing activities?

4. Sources of individual differences. 4 fourth kind of question is
concerned with sources of individual differences in semantic information
recalled or generated ( nd hence with differences in the sequence of
information proces.ing arations resulting in that informatiomn), and

_with effects of characte. istics of discourses and contextual conditions

on sources of individual differences. While studies of individual
differences in-language comprehension have tended to focus on outcomes,
measuring differences in level of performance on various comprehension,
tasks, the approach to individual differences taken here focuses on
both specific outcomes and on sources of individual differences in the particular
sequence of processing operations which generate those outcomes. Thus,
for example, it is of interest to know if individuals differ in the
extent to which they process texts interpretively or generatively.
Sources of individual differences may be investigated correlationally
by obtaining measures of specific narrowly defined "abilities" and
studying predictive relationships between these measures and measures
obtained from scoring subjectg' recall protocols. Analyses of effects
of contextual conditlons and effects of repeated exposure involve
considering experimentally-induced differences in ability-response
class iIntercorrelations., A rationale for this approach has been
suggested earlier (Frederiksen, 1969) involving interpreting high
correlations between a specific ability measure .and response class as
indicative of the particular process or processes involved in
generating responses of that class.

£,
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CHAPTER 3

MEASUREMENT OF KNOWLEDGE ACQUIRED FROM. A DISCOURSE

4

3.1 Introduction

The purpose of this chapter is to describe one procedure which has
been developed for specifying a serantic structure for a ccnnected
logical discourse and for objectively measuring the semantic infor-
mation which results from comprehension and memory processes. The -
procedure involves first, constructing a "semantic structural model"
of an "input" passage, and second, scoring semantic or "ideational"
features of a subject's written reccnstruction of an input passage by
fitting it to the "template" provided by the structural model of the
input. This latter step involves the observation of a number of
different types of response, each of which reflects different
cognitive operations on ‘the semantic structural features of the input.
In developing a solution for the scoring problem (which might be
deseribed as a "template-matching" problem), it became 1ncrea51ngly
obvious that.any solution procedures inevitably would involve a con-
ception of the processes involved in compre'.ending and remembering
discourse. This chapter will begin with a description of some general
considerations involved in choosing to represent a text structurally
as a logical network. It will then present a description of the
relatively undifferentiated structural model adopted in the first
stage of this research, an application of this model to the analysis -
of the text used in the: experiment whose results are described in
Part I (Circle Island), and a description of the scoring procedures
which are based on the model. The complete menual of instructions to
scorers is found in Appendi+ A, Resulting from the semantic scoring
of a subject's protocol’ar. a large number of observations or
measurements which can be pooled or classified in'a number of ways.
Certain of these response classes are of theoretical interest since
they are likely to represent the outcomes of different processing
operations. A number of response classes employed in the present
research will be identified. The basic data will consist of the
relative frequencies of occurrence of responses in each class.
Theorétical interpretations of these classes of response will be
presented in the next chapter. Finally, selected results obtained

from an applicaticn of thé scoring procedures to written protocols

obtained from a sample of forty-seven subjects who listened to
Circle Island and then attempted to reconstruct it will be presénted,.

- 3.2 Structural Representation'of a Text as a Semantic Network -

Suppose that a subject is presented with a connected passage ‘which is
sufficiently long that any complete reconstruction of the surface
features of the passage is rendered extremely gifficult. Suppose

 also that after hearing the passage read, the subject is asked to

write dowrn his reconstruction of the semantic content of the passage.

The problem which confronts us is that of measuring or evaluating the

extent to which the "meaning" of the input passage is preserved in
the subject's written protocol. This problem obviously presents a
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nunber of difficulties, difficulties which upon reflection appear to
center around the followirgtwo problems. First, define and represent
the "meaning" of the passage giver only its surface chaYacteristics.
Second, obtain objective and replicable measurements of the "corres-
pondences" between the "meanings" of the passage a..d the "meanings”
conveyed by the subject's protocol given a well-defined representation
of the input passage but only the lexicographic surface structure of
the subject's protccol.

The notion that the "semantic content" of a stimulus discourse might

be represented structurally in the form of a directed graph (cf. Harary,
Norman & Cartwright, 1955) has already been suggested by Dawes' (1966)
experiments on the distortion of meaningful written materials in
remembering, and Frase's {1969) demonstrations of the effects of
thinking about particular relations between pairs of concepts con-
tained in a passage on recall of elcments taken from the passage.
Dawes' work was based on a passage constructed mostly of simple
declarative sentences expressing set reiations and attempted to measure
distorion in memory by reference to the set relations specified in

the passage; Frasz's experiments incorporsted .the idea that textual
materials be represented in terms of networks of set relations -which
mey be represented as directed graphs (cf., e.g., Harary, et al.,
1965). Graph-structures also have been employed in computational
linguiztic work which attempts to represent the semantic content of
English sentences in computer code (Simmons, 1972) and in computer
modeéls which attempt to simulate various results involving the

sepmgv:tic properties of lexical items as processes of retrieval from

a semantic network (e.g., Quillian, 1968). Other work in linguistic
samantics has employcd various forms of predicate logic in representing

‘propositions underlying English sentences. As Simmons has observed,

"these forms‘are alternate representational conventions, and the choice
of conventions for semantic representation need have no relation to «
the resulting power of the system" (1372, page 73). A major reason

for choosing & graph representation in which concept~nodes are con-
nected by directed line-segments (arrows) representing semantic
relations is that it is easier to apply in representing discourses
consisting of many sentences and in scoring semantic information
acquired from a discourse. The predicate notation becomes unbearably
difficult to read as the number of embedded predicate arguments and
cornected cuoncepts increases. Also, as will be argued in Chapter 9,

t!  faet that a predicate notation can be used does not mean thct the
prupositions so represented "fit" nicely-into any available system of
predicate logic. Thus, in the present work,, it was decided to enumerate
set relations (of various defined types) and .to represent these -
relations in networks of directed graphs. Any semantic network can

be easily converted to a computer code by simply representing each
relation as a function defined on concept pairs as arguments (cf Simmons,

1972).

From the point of view.of its function irn communication, a discourse
can be seen, first, as a means by which-a speaker can specify a set
of conceptual categorles by ‘means of a set of lexical designators and,
second, as a means by which he can specify a set of semantic relatlon-
ships which he asserts relate (connect) the specified conceptual,

\
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categories. Thus a speaker can in general communicate conceptual and
relational information by using a sei of lexical designators (content
words) which are assumed to be shared with the listener, to indicate
or mark a set of conceptual categories; and by using shared rules of
syntax, syntactic markers, and rules of expression to indicate or
mark the relational information which connects the concepts. In
addition, the speaker may assume shared knowledge about the world and
shared ability to operate cognitively on that knowledge in deciding
what -conceptual and relational information to express (and what not
to express directly). Comprehension, from this point of view, involves
the listener's attempting to "infer" that conceptual and relational
information which the speaker is attempting to communicate from the
surface utterances of the speaker and given this shared knowledge.
If this general conception of linguistic communication is correct,
then the problem of representing the ."meaning" underlying a discourse
can have no purely formal or linguistic solution since in a sense the
meaning underlying a discourse is the conceptual and relational
information inside the speaker's.head. For example, a speaker may
use a lexical label to indicate a concept which he wishes to communi-
cate, but the label may be imperfect as exemplified perhaps by later .
" ~references to aspects of the concept not commonly associated with the
' lexical label. Or, a speaker may mark relational information
connecting conceptual classes 1ncompletely or ambiguously. [l would
appear, then, that the problem of speclfylng a semantic network
underlying natural language discourse will have to be limited in a
number of ways if it is to be made tractable. :

- One can, at this point, set different objectives for a structural
representation of discourse. A stringent objective adopted by some
computational linguists is to develoup a method of semantic analysis
(which may possibly be programmed on a computer) which is capable of
"transforming strings of language into unambiguous relational
structures of a cognitive model" (Simmons, 1968, page 1) with the
ultimate objective of being able to generate English sentences from -
the model. A less stringent (and.more.pragmatically motivated)
objective, is to develop a structural model which represents the
"essential" conceptual and relational structure of a passage (as in
”précis-writing") including some features which may not be,explicitly
expressed in the passage, but which is not necessarily capable of
geﬁerating a surface structure identical to that of the 6riginalj
passage. = A reasonable way to place limitations on the task of _
developing a semantic network representetion o6f discourse when the
stringent objective is adopted is to take the lexical elements (con-
tent words) as the concept-nodes in-the graph structure and to meke
no attempt to analyze them further. These elements might, for
examole, be regarded as entry points to a long term memory structure .
in which information about lexical elements is stored. The "meaning"

of a discourse in such -an analysis consists entirely in this res-

‘tricted case of the relatlonal information which a discourse imposes
on its lexical ‘elements. -This approach runs into a number of diffi-
culties 1nclud1ng a fallure to account for the fact that conceptual
information associated with a lexical element may be contextually

Q dependent. Nevertheless, this approach to semantic analysis has been
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adopted in Part II of this report. Additional problems with such an
approach to semantic analysis will be identified in Chapters 9 and 10.

The approach to be described in the present Chapter was to adopt an

~ objective closer to the second less stringent alternative. Just

what constitutes "essential logical features" is admittedly a somewhat
subjective matler; we do not require that a structural representation
be unique, only that it be logically ccnsistent, well-defined,and
capable of generating the essential semantic structure of the passage.
Furthermore, i% was felt that a representatlon satisfying the more

'stringent objective would most certainly come much closer to repre-

senting the surface charecteristics of a discourse and would be
likely to represent a fineness of meaning which may not be desirable
if one's purpose is to describe and measure the conceptual and
relational information which subjects acquire from a discourse.
Finally, a more differentiated classification of types of relations
and a mpre detailed analysis of conceptual elements can be ~de at a
lateg,tlme, even if tne network itself does not so represe . concepts

‘and reletions. For e ample, all .uat 'S needed to identify relation

types nc-. represented individually in the model is to list all
examples of the types occurring in th~ model.

For the purpose of generating a representation of a text. in terms of
a network of set relations, in the present approach concept-classes
are defined from which the relational structure of an essay can be
generated. The concepts so-defined may be represented in the surface
text as word groups (e.g., noun groups, verb groups, preposition
groups, adjective groups, c¢f. Halliday, 1967, 1970; Winograd,

1972), as predicates, as embedded (relative) clauses, as certain
unanalyzed comparative constructions, or as entire independent clauses.
In the analysis of Circle Island (see Figures 3.1-3.8), a noun group
which functions as the semantic subject of an. independent clause was
always taken as a single.concept. In sentences containing no relative
clauses, the predicate was taken as a single conceptual category.
Sentences often were paraphrased, both systemmatically (e.g., as
active sentences, with pronouns replaced by their antecedents, com-
pound sentences broken up) and more freely by meking lexical substi-
tutions to simplify the semantic representation (e.g., "Circle Island
has a shortage of water" changed to "Circle Island has little water")
before conceptual categories were defined. Preposition groups
specifying location were defined as conceptual elements, as were
relative or comparative constructions (e.g., "north of Ronald Island"

~ "Much more prosperous than the farmers"). Verbs were represented as

concepts only when they had noun edquivalents (e g., export, government,
decision) or when the remainder of the predicate contained an embedded
clause (e.g. , "pointed out that"). Thus, for example, the stative

_verb "want" was represented as & single concept fg}lowed by an embedded

"goal" clause. Predicates represented as concepts assert such semantic
relations as possession, attribution, class inclusion, affectedobject
or person,, and identity. Semantic subjects function as agents or

‘instruments of an action, or as conceptual classes to be further

differentiated by predicates asserting attribution, sub-classification,
ete.t Predicates may alee combine several of these semantic functions.
Relative clauses were not analysed in thne analysis of Circle Island
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with one exception: relative clauses which represented a "theme"
resulting from the action "pointed out" were anslysed.2 Thus, syntac-
tic features of the passege were often used in the definition of-
concept classes. Unless concepts are identified with lexical items,
some rather arbitrary decisions of this kind will probably be neces-
sary for many textual materials. While most of the concepts defined
'in the manner just described can be further differentiated (i.e.,
themselves broken into set. relations), it was felt that for the
purpose of scoring conceptual and relational information acguired

from a text, the concepts selected were sufficiently fine to represent
many 1mportant set relations contained in the passage.

Once a set of conceptual categories has been defined for an essay,
the graph structure may be specified by indicating.with directed lines
the relational links between concept pairs. The relavional lirnks
designated are of four kinds. First, semantic relations are defired
which differentiate concept sets - specifying new semantic information
which is asserted to characterize or apply to the members of these
sets., A semantic relation A > B is any directed relation which
specifies either a state B of an object, beiug or, event A (such as
location,. time, attributes, possession, class membership, degree, and.
manner); or a relationship invoived in an event (action), such as
agency, instrumentality, object or being affected, goal of an action
prior or resulting etate, location, time, manner, and thematic content.
"These ditferent functions of a relation are not differentiated in the
graph -structure. In %the present model, a relation may represent more
 than one of the functions ligted above. Second, bidirectional relations
or identity relations are defined. An identity relation A <= > B
asserts that two concept sets are identical and may be substituted
one for the other. Any two concepts connected by a semantic relation
or identity relation constitute a proposition. 1In the-present analysis
a proposition is always taken as asserted to be true. The third kind
of ‘relation, the conditicnal relation,-A => B, connects any two
propositions. and asserts that the truth of one proposition B is
conditional on the truth of a second antecedent proposition A.
Conditional relations include assertions of causal dependency, logical
implication, or simple conditional dependency. A conditional relation
can often be expressed as an "if . ... -then" construction. In’ the
graph structure, conditional relations are drawn connecting_the
terminal concepts of their respective propositions. The fourth kind
of relation is the bidirectional conditional relation or bidirectional
implication: "if and only if." This relation, denoted A <====> B,
may be read "A implies and is 1mp11ed by B" and does not occur in the
Circle Island passage.

- A diagrammatic model may be constructed from these concepts and
relations liﬁking concept sets which are represented as phrases
in the diagram "Represented in the model are concept-sets: in
particular, (1) explicit concepts (concepts which are explicitly
stated in the original passage); (2) certain inferred concepts
(concepts which, while not stated directly, enter i-to relationships
with explicit concepts which are necessarily true); (3) certain
illustrative elaborative concepts (concepts which are not stated




directly and do not enter intd relations with explicit cdnéepts which

" are necessarily true). Also represented in the model are set relations.

consisting of semantic relations and conditional relations, in parti-.
cular; (4) explicit semantic relations; (5) explicit identities
(bi-directional relations, A Mis identical to" B): 6} explicit
conditional relations (if A, then B, where A anu B are propositions
consisting of set relations); (7) explicit bi-directional implications

{A "implies and is implied by" B); (8) inferred semantic relations and

conditional relations (relations which, while not stated directly,
are necessarily true within the context of the passage); (9) elabora-
tive semantic relations; and (10) elaborative conditional relations,
The decision was made not to répresent separately different types of
semantic relations and conditional relatiOns; not to attempt any
representation of qualifications (e.g., "may," "might"), and to
represent instances of negation in terms of negative concept sets.
From the diagrammatic model,; every concept and relation expressed i
the original passage may be reconstructed. Each concept and relat‘
in this diagrem is identified by a code number which is used in
scoring subjects' protocols by reference to the model. Such identi-
fication permits further classification of concepts, relations, and
implications by listing. - Note that it is not in general pOSS1ble to
represent in the model all implied relations and implications,
expecially since such relations or implications can involve concépts

"not stated explicitly in the passage. This situation, a property of
logical systems, necessitates certaln complexities in scoring which

will be dlscussed later.

The complete text of the essay Circle Island is presented in
Appendix A, This essay was adapted from the essay used by Dawes
(1966) and consists mostly of simple declarative sentences. The
graph structure of the essay is presented in Figures 3.1 to 3. 8.
This graph structure is the template agalnst which a ‘subject's
reconstruction of the essay is scored.

>

3.3 General Description of 8coring Procedures ' .

To obtain objective, replicable measures of the "degree of correspon-
dence in meaning" between a subject's written protocol and the
structure just described, one runs into certain complicating factors.
In principle, a subject's protocol is itself analyzable logically and
is representable ix terms of a network. Thus, in principle, the
scoring problem involves measuring the degree of correspondence of the
two structures. In practice, this procedure is exceedingly difficult
to objectify. The method which was adopted, attempts to make the
structural analysis of subject's protocols objective by using the
input ‘structure as a model or "template" against which a subject's
protocol is fit. The result is a structural representation of the
subject's protocol based on its fit to the template. In most cases,
this representation should be derivable from a structural model of
the subject's protocol constructed by an independent logical analysis.
To illustrate ihe sort of complexity one encounters in'"template-
matching," consider the following example, Suppose ARB is a relation
present in the input (where R is a directed relation from concept A
to concept B) and a relation A'R'B' be identified with & relation ARB
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conteined in the model of the input, and given such identification,

how might A'R'B' differ from the relation of the model with which it

is identified? " Consideration of this problem (which represents a
relatively simple exemplar--complex cases involving, for example,
embedding and nesting can occur) led to identification of certain
possible subject transformations of an input triple ARB (see Figure 3.9).
To provide a means for 1dent1fy1ng a set relation in the subject's
protocol with one in the model, the following condition was" established.
A set relation-in a subject's protocol is identificable with & stated
set relation in the input passage if the concepts and relations in the
protocol may be transformed into those in the input passage by one

of the transformations "listed in Figure 3.9. The treatment of inferred
set relations presents additional complexities, since it is not in
general possible to enumerate all possible relations inferrable from
the model, especially those involving subject-generated concepts.

The treatment of thes and other scoring problems involves a considera-
‘tion of the protocol produced by a subject as the result of a sequence
of processing operations and relations between ARB and A'R'B! ‘ g
(exemplar) ought to be describable in terms of classes of responses
resulting from the application of parcticular processing operations.

A description of a model characterizins these processes will be
presented in the next chapter. Of particular interest in the present
context, is a classification of certain processes in comprehension and
memory for' connected discourse (see Figure 3.10), since these provide

a rationale for the scoring procedures to be described. "According to
this condeption, comprehension involves the construction of a logice-
semantic model of an input passage. TFour sorts of process are
identified: selection processes (e.g., selection of an element of

thHe input string for further processing, generdtive processes (e.g.,
encoding, gereration of an element of a semantic model), and verifi-
cation processes (establishment of a correspondence between an

glement generated and an element input), and transformation (opera-
tion on the generated semantic model to change its conceptual and

 relational structure. The classes of processes identified in

Figure 3.10 correspond rather directly to classes of scores obtained
in matching a subject's protocol to the template. For example,
verification of identity by the subject yields a concept in the
subject's protocol which is identical to one in the input. Verifi-

cation of class correspondence yields & concept which may be over-

specified (concept-set overly delimited, i.e., representing a subset

of the concept-set of the input) or incompletely specified (concept-
set not completely delimited, i.e., includes subsets not corresponding
to the concept-set of the input),'and verification of implication '
yields a concept which does not correspond to any concept of the input,
but which enters into derivable relations with concepts of the input.
Note that these types of verification each determine a particular
unique correspondence between an element produced (encoded and sub-
sequently reproduced) by the subject and an element of the input.

Note also that a similar classification may be made for more complex
elements present in subject's protocols such as relations, implications,

» or structures (systems of relations). Having briefly indicated the .

rationale for our scoring system, the description of our procedures
for "template-matching" can be concluded.



A,B are. input concepts R is an inbut relation

A,B may be exp11c1t or ' R may be: - explicit inferred
1nferred . . :
- 1. Semantic Relation —mmMm> ——-- >
2. Identity Reélation <——> <= ——-—>
3. Conditional . ° = ====
Relation
4, Bi-directional = @o<———> <====>
Implication

MODEL: ARB

PROTOCOL: A'R'B’
. POSSIBLE SUBJECT'TRANSFORMATIONS ON:

'CONCEPTS o RELATIONS

A' = A [no transformation]- . R' = R [no uransformatlon]
A' = A+ [incompletely specified] R' = M(R) [mode transformatlon]
A = A~ (overspecified) - R' =-D(R) [direction transformatlon]
A' = ¢ [null transformation] R' = I(R) [identity transformation]
The same transformations may R' = M*D(R) [mode and dlrectlon]
be applied to concept-set B. —

R!' = M*I(R) [mode and identity]

N C _ b, :
Figuré 3.9. Summary of symbols used in representing connected discourse
as directed graphs consisting of networks of set relatlons, and of
pos51ble subject transformations.
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A. ELEMENTS OF SEMANTIC MODEL
1. Concepts (Classes)
2. Relations (Simple, compound, nested)

3. Implications (Simple, compound, nested)

4. Structures (Systems of relstions, implications)

B. PROCESSES
1. Selection o , Swrface (Non-criterial)

- ' Inferential (Criterial)

2. Gener#tive Qperﬁtions . Interpretive (Encoding)
Inferential
Elabo;ativé
Null

3. ’Verif}cation ‘ Simple Identity

v

Class Correspondence
Implicafion
Non-Cpntradictioh

*Null -

L4, Transformation

Pigure 3.10
Classification of possible elements of semantic model and processes
in comprehension, memory, and reconstruction of connected logical
discourse, i
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The semantic scoring of subjects' protocols against the constructed
model of the input passage involves three steps: verbatim scoring,
concept scoring,.and relations-scoring. Verbatim scoring of a protocol
involves reading the protocol and underlining every item of a fourteen
item list of verbatim concepts, each.of which ocecurs ir the input
passage. Fach ve-batim concept is scored as either: correct (ver-
batim criterion);»incompletely specified (if a portion of the verbatim
concept appears);vor absent. Total verbatim elements correct and
incomplete are obtained. These totals are the basic verbatim data

and are obtained for each subject for each trial.

Concept scoring involves underlining and scoring each of a 1list of
concepts which appear in the original passage and which are numbered
and ‘diagrammed in the model. The scoring sheets contain a list of
numbered concepts sact "ilon-by-section. Each concept is scored as

‘correct, incompletely specified, or over-specified, These scores

may be thought of as transformations of the input concept by the
subject. Concepts appearing in a subject's protocol are classified
as explicit, inferred, or elaborative and are so identified on the
scoring sheet. An additional scoring sheet is provided for listing
all (subject- generated) inferred and elaborative concepts which do
not appear on the previous sheets,. Each concept which.is explicit

is scored as correct, incompletely specified, over- specified, or
absent; each inferred or elaborative concept is scored as present
(meaning subject-produced). Totals for each concept type and scoring
category are obtained for each section (the seations correspond to
serially located paragraphs in the input passage) and for each trial.
This procedure yields a rather large number of scores which represent
amount of information, accuracy of information, and transformations
on information in the input. Difficult scoring situations sometimes
occur involving such aspects as: stating conditions distinguishing
situations in which the "over-specified" score category is used vs:
scoring the concept and the additional words as an additicnal
(subject-produced) inferred or elaborative concept; and stating
conditions for the substitutability of identities and the treatment
of embedded "verbatim concepts (verbatim concepts which are embedded
in other concepts). (See Appendix A, section 10).

Set relations scoring is considerably more complicated than concept
scoring and, :ine the concept s¢zﬁing, involves scoring a subject's
protocol against the structural model of the original passage. ., As in
the concept- scoring, set relation scoring consists of categorizing

a set relation in a subject's protocol in terms of transformations on
a set relation in the model with which the set relation in the protocol
is identified. A set relation in a subject's protocol is identifiable
with a stated set relation in the input if the relation appearing in
the protocol may be transformed into that in the input passage by one
of six possible transformation (see Figure 3.9). Possible. transfor-
mations on a relation R are: no transformation;. transformation of
mode (relation to implication and vice versa); of direction (for
unidirectional relations or implications); to or from an 'identity’
(i.e., a unidirectiondl relation may become bi-directional, and vice
versa); mode and direction; and mode and "identity." Four possible
transformations on a concept are: no transformations, incomplete
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- specification of the concept-set, over-specification of the concept-set,
or deletion. Fach triple consisting of two concepts and a connecting
set-relution, which appears in a subject's protocol and is identi-.
fiable with a set relation in the input passage, then represents one
of 96 possible score patterns. In addition, set relations may be’
explicit, inferred, or elaborative.. An elaborative relation is not
scored "transformationally," but only as to whether or not it contra-
dicts the semantic ccntent of the passage. The.scoring sheet for each
protocol contains‘a list of numbered relations (as rows) and three
columns headed R', A', and B'. In columns A' and B'.the appropriate
transformations on A and B (corresponding to the numbered relation .in
the model) are recorcded as previously obtained in the concept scoring.
Then a judgment is made as to what transformation has been applied

to R und this transformation is recorded. To illustrate some of the
complexities which can occur in scoring relations and implications,
two sorts of problems for which detailed scoring rules are necessary
may be mentioned. The first involves the scoring of conditional
relations involving compound concepts.: The scoring procedure involves
rules for breaking such relations into parts, or,-if this is not
allowed under the rules, for scoring the transformation on the compound
_concept (see Appendix A, section 12). The second complexity involves
the treatment of nested relations. As an example of the kind of
scoring rule adopted to- handle such complex1t1es, see Appendlx A,
section 12, "Nested Relations.

A sample of a subject‘s protocol is provided in Figure 3.11; this
protocol has been scored and the coded scored protocol is given in
Figure 3.12. Since virtually every concept and set relation produced
by a subject in his protocol is scored and recorded, a tremendous
varlety of classes of responses may.be obtained by countlng frequencies
of occurrences of given response types. For example, for explicit
relations there are 54 = 3 x 3 x 6 possible.score patterns. If
concepts or relations are further differentiated, then the number of
possible score patterns for a triple consistirg of two concepts and

a relation increases by multiples. Certain classes of responses

are identifiable as the results of procéssing operations specified
in the model for comprehension-memory-reconstruction processes which
was described earlier., A list of response classes obtained from
frequency counts c¢f various pooled semantic scores and corresponding
to performances resulting from specific comprehension and memory
processes is found in Figure 3.13. These score classes may represent
rather direct measurements of the operation of specific processes in
comprehension and memory.

3.4 Results

The passage in Appendix A was presented to 47 subJects by means of a
tape recorder. All subjects were undergraduates at California State
College at Hayward and there were 18 males and 29 females in the
sample. Subjects were told that the material which they would hear
would consist of a passage which describes a socio-political problem
on an hypothetical island, involving a canal, a threatened civil war,
and the probable collapse of the island's economy, and were asked to
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. Figure 3.11

Reproduction of a Scored Protocol
CONDITION SUBJECT  SEX A
oko5 - 1  1021R11l

1001C1L3 .
CIRCLE ISIAND IS A SMALL ISLAND NORTH OF RONALD ISLAND/ ITS INHABITANTS
' "2 *x L Vi 13

ARE EMPLOYED IN RANCHING AND FARMING/ THERE IS NOT MUCH We..x AVAITABLE/
NES 25 20 10

SO THE FARMS ARE SMALL/ THE RANCHERS (WHO RAISE BLACK ANGUS CATTLE HAVE
; 29 - 30- T 21 26 | L7[

TLARGE ENOUGH RANCHES SO THAT THEY MAY EXPORT SOME CATTLE/ THE ISLAND IS
39 37 . L1 Lo+ : 2

GOVERNED BY A SENATE (COMPOSED OF THE TEN BEST PROVEN ADMINISTRATORS THE
55 ' v : 66

TEN RICHEST MEN/ AIL OF THESE MEN ARE RANCHERS/ A SCIENTIST PROFESSOR
_ .02 ' - 57 21 67 **

OLIVER RECENTLY DISCOVERED A CHEAP WAY TO CONVERT SALT WATER TO FRESH

+ — 7Ll L

WATER AND CALLED IT SALINE. RFCYCLIN(}/ THE FARMERS WANTED TO TAKE ADVANTAGE

I _ 2 T8+ 79 ¥ L

OF THIS PROCESS BY BUILDING A CANAL ACROSS THE ISIAND/ THEY FORMED A

J , 8B T B

o GROUP OF FARMERS CALLED THE PROCANAL GROJ THE RANCHERS OPPOSED THIS -
J ,. 21 9B+

IDEA BECAUSE THEY SAID IT WAS ECOLOGICALLY UNSOUND/ THE PROPOSAL WAS PUT
I . T 99 102+ ' L

TO A VOTE/ AND THE PROCANAL GROUP WOM THE SENATE THOUGH WOULD ONLY ALLOW
ll9 ' * T .55 134

A CHANNEL TWO FEET WIDE AND ONE FOOT DEEP TO BE BUILT/ T}{E CANAL WAS BUILT/

'BUT ENGINEFRS FOUND (THAT NO WATER WOULD FLOW INTO THE CHANNEL/ THE PROCANAL
136 137
GROUP WAS UPSET AT THIS/ AND CIVIL WAR oW THREATENS THE ISTAND/
I 83 T 1ho+ 143
Q END OF PROTOCOL 1 FOR THIS SUBJECT




_ UOT3B[SI TBUOIZIPUCD =
UOTq®BISI OT3UBWAS = ,UOIFW[SI, {SA0Q® PIUTTISPUN §3I005 .3Y3 Jo saTdurexd I0F 1§ 9IMTTJ 938y

Luot3eoTTduT,

- ¢ TBUOT}O8ITP~-TUM
IO TBUOTIZOSITIP-TIqQ -
, uoT3eoTTdut -
adfg g v B | I0 UOT3BI3X ‘ou uoT}ersa HED (e T VIS
T . s q T 201
TeTIL 30alqn3 UOT3TPUOD "ON Px®'D
1 GOHO 1 10 1UOTYBOTITJUSPIx
-~ _ H
, 222¥£006 SETYE00E €STDTO0L T SOKO T 66
22THT006 22TYT006 £1201006 ZTH¥2006 ZTTYT00E STHAL002 EHTITOOT TITHTSOL T SOM0 T HO
TETHTISOL TTTYITOL TITHEILIS T2THIOTS TTTHI62S 1121605 TITYIHOS TTTHIE0S T S0HO T €0
TITHIZO0S AR (ALY TITHI6TH TITHESTY TITHIHIY ZITaI60h TITYLSOH TSTYEOTE T SOH0 T 20
TSTHITIE TITYT60E TETHTE0E SHINTIOTS TI29T.02 22HIT902 TT2UTTOZ #¥TITHEISOT T GOHO T 10

(x93ndwod 8yj3 JI0J PIPOO SB)

10007013 PSJI00g WOIF SUOTI}BOITAWI PUB SUOI}BISY

%*CL"€ 9mM3Td

§8J100G UOT}®BOTIJIFUSPI

»

]
O

Aruitoxt provided by Eic:

E



II.

ITI.

DISCRIMINATION

A. Concepts 62

1. veridical (A)
2.  overgeneralization (A+)
3. pseudodiscrimination (A-)

B. Semantic Relations . -

1. veridical ARB

2. overgeneralization .
A+RB, ARB+, A+RB+, A-RB+, A+RB-

3. ‘pseudodiscrimination :
A-RB, ARB-, A-RB- .

C. Conditional Relations

1. ARB
2. overgeneralization

A+RB, ARB+, A+RB+, A-RB+, A+RB-
3. pseudodiscrimination

A-RB,' ARB~, A-RRB-

INFERENTIAL PRODUCTION v
A. Concepts ;

1. . inferred concepts

B. Semantic Relations

1. inferred semantic relations among explicit concepts
2. inferred semantic relations among inferred concepts
3. 1inferred semantic relations including inferred concepts

C. Conditional Relations

. Ne g . e N

1. inferred conditional relations among explicit propositions
inferred conditional relations among inferred propositions
inferred conditional relations including inferred propositions

2.
3.0
ELABORATIVE PRODUCTION
A. Concepts
1. elaborative concepts

B. Seméntic Relations

1. " elaborative semantic relations which are not false

C. Conditional Relations

1. elaboraﬁove cénditional relations which are not false

TRANSFORMATION

A. Semantic Relations

1. transformaﬁions on R whére R is a semantic relation
2. false subject-produced semantic relations

B. Conditional Relations -

1. transformations on R where R is a conditional relation
2. false subject-produced conditional relations

Figure 3.13

Classes of responses in reconstructed logical discourse.
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recount in writing what they had heard. They were also told not to-
attempt to write a verbatim reproduction of the passage. 'Subjects
heard the passage four times, writing their reconstructions of it
immediately after each exposure. One.week later, the subjects
returned to take a number of ability tests. and, at this time, a fifth!
reconstruction of the passage was obtained.

‘Three sorts of results based on these data will be described in this
chapter: results concerning inter-scorer reliabilities, results
" concerning mean response-class frequencies for particular classes of -

structural elements (concepts, relations,implications), and multi-

occasion intercorrelations of certain response class frequencies.

Consider first the results concerning inter-scorer reliabilities

summarized in Table 3.1. The response classes studied correspond to

response classes identified in Figure 3.13. Inter-scorer reliabilities
r were estimated conservatively by double scoring the first and third
trials. of fourteen protocols. The second scorer's experience consisted
only of a reading of the scoring manual, and a short training session;
the scorer was familiar with the general nature of the research. To
increase response class frequencies for purposes of estimating inter-
scorer reliability, scores on the two trials were pooled for each
protocol. The results indicate rather good agreement among scorers
for response classes having relatively high frequencies. It is
interesting that the inter- scorer reliability for veridical relations
is about as high as for complete verbatim concepts, since-the former
score represents a scoring judgment which is far more complex than the
latter. Note that not every response class of Figure 3.13 has been
analyzed; some scores were inadvertently omitted from our analyses.
The data for inferred and elaborative relations suggest that the
scoring decisions associated with this distinction may be made more
objective. The difficulty appears to involve deciding whether or not
relations involving subject-produced concepts are implied by relations
present in the passage. This appears to have been one of the most
difficult scoring deeisions. The general picture of these results
concerning 1nter scorer agreement appears to be qulte promising, a
result which is rather remarkable given the complexity of the scoring
task. Objectivity appears to have been achieved to a large measure
by the specification of very detailed dec151on rules for difficult
scor;ng 51tuat10ns

Mean response-class frequenc1es for each trial are plotted in Flgure 3 lh
for a number of classes of structural elements varying in complexity

from concepts, to semantic relations, to conditional relations. A number
of observations are suggested by these plots.

1.. Consider the center graph, trial 1. It is striking to note that
the frequencies of overgeneralized and inferred relations are about
as great as that for veridical relations. Thus, for long passages
given only one hearlng, it would appear that verification of class

\ correspondence or 1mpllcation is about as likely as simple verification
of identity. This result suggests that’ inferéntial processes are an
integral part of comprehension, especially for long passages in which
encoding of surface features is difficult. When this result is compared

ERIC o D
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to the result (on trial 1) for conceptual-elements, it appears as if
the result occurs only for th2 more complex structural elements (the
relational structure), This result appears to-provide a rather power-

ful argument for obtaining a structural representation of the sgemantic
content of a subject's protocol. ‘

2. There appears to be a rather large increase in the extent of
identity verification and hence (interpretive) generative operations
(or encoding) with repeated exposure ‘¢ the passage, an increase which
is reflected in *he change in frequencies of veridical concepts and

~ relations over t. als.

3. There is an increasir cortion of inferred anrd elaborative
elements relative to verid. 2lements as the elements become more
complex, i.e. from concepts to semantic relations connecting concepts,
to conditional relations connecting propositicons.

4. The frequencies of various resporse-classes involving conditional
relations are very low, a result which is certainly due to the relatively
low rate of occurrence of conditional relations in the input passage.

A passage containing well-developed, conditional dependences would

have to he used to study processing of conditional relations, Such

a passage will be used in Part IT. ‘

5. Transformations also occur infrequently. Any detailed investi-
gation of transformations will certainly have to make their occurrence
more frequent. In addition, a more detailed classification of trans-
formations based on a more detailed semantic model would be desireble.
For example, an important transformation which may occur with greater
frequency is that involving confusion of csusal and logical conditional
relations. In fact, these two cases were pooled in the present
‘scoring procedures. : i

6. Finally, there is a suggestion of an increase in elaborative and
inferential production in reminiscence and a definite decrease in
"simple" production (frequency of veridical elements present).
‘Multi-occasion correlations of response class frequencies based ohn
veridical, overgeneralized, pseudo-discriminated, inferred, and :
elaborative semantic relations are presented in Table 3.2 (fifteen
measures are correlated and SO the table has three parts);- In

.+ examining this Table, we will consider separately the 5 x 5.within

" response-class correlation sub-matrices along the diagonal and the
between response-class correlations which constitute the remaining
parts of the matrix. In Chapter 6 procedures for fitting mathematical
models to this matrix to investigate hypotheses concerning its
structure will be described. Consider first the intercorrelations of
frequencies of veridical semantic relations across the four trials and
reminiscence trial. A simplex pattern of correlations, greater for
adjacent trials and least for trials farthest removed, may be seen to
occur for the first four trials. Suchapatternis common for longi-

_ tudinal growth data and for measures which change stochastically over

Q occasions. Note that the level of withiin response-class correlation

' is relatively high within the constraint of the simplex structure.
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Now consider tr: between response-class correlations. The striking
fact here is the extent to which these measures are independent.
Multi-occasion intercorrelatior ~ 2;ponse class frequencies based
on inferred, transformed, and el:. . & semantic and conditional relations
are presented in Table 3.3 to illu..rate dependence & ross elemernts
processed. Correlations involving conditional relations may be some-
what attenuated due to the low frequency of occurrence of thes .
response ~lasses. The simplex structure which appeared for thc first
four trials in the previous matrix also appears here. Scme degree of
correlation occurs for rarticular response-clasces across elements
processed (semantic or conditional.relations), .specially for trials
occurring. in close temporal proximity. There is a relatively strong
indication of independence among different response classes as before.
If these results eve “substantiated in future research, the implication -
would be that multijle processes in comprehension and mewmory are
operatlng relatively independently, and that measurements of "compre-
hension" must certainly te multldlmen51onal .

. Further analyses of these correlation matrices have recently become
possible due to the recent development of numerical estimation procedurcs
which permit the fitting of a wide class of mathematical model” *o :
g correlation matrix. For example, it is of theoretical interas: to
determine whether generation of inferred structural elements is a

growth process over trials, implying that processing operations in
comprehension involve the graduval construction of a "semantic model"

from indepe:. .ently produced elements which are the result of either
interpretive or inferential generative operations or, alternatively,
inferentially geherated elements are built up of semantic elements

which are first "built into" the semantic structure by processes of
semantic interpretation. If this latter alternative holds, then some
argument might be made that infe. .tial processes whould not nenes-
sarily be consideved a part of ~ ..prehension, but rather as representing
further proce:s .ing of the semartic structure buili up in comprehending

a passege. Suffice it to say that each of these alternetives has
a.sociated with it & particular mathematical model senerating the

simplex : ~operty, anfd that a comparison of fits of the two models

may be made. This aspect of the resecarch will be discussed in

Chapter 6.

N
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CHAPTER 4

A PRCCESS MODEL FOR COMPREFHMENSION AND SEMANTIC MEMURY

4.1 General Considerations

In the previous chapter, a conception of comprehension as an attempt

b a listener to "infer'" conceptual and relational information which a
speaker is attempting to communicate, from a string of linguistic elements
which incompletely and imperfectly encode this information, was presented.
The question tc be explored in this chapter is, "By what sequence of
processing operations is this feat accomplished?" A rele d question
emphasizes the limitations on our ability to understand discourse. It
asks '"What are the limits on the amour* of conceptual and relational
information which can be acquired from a discourse and retained for
subsequent use?" and "What are the sources of such limitations on
processing capacity and how does the processing sequence adjust to these
limitations?" A third question, which must be asked simultaneously, is
that of process invariance (cf. Chapter 2), viz. "To what extent is the
,sequence of processing operations in discourse comprehen31on and semantic
memory fixed or invariant over a wide range of characteristics of
discourses, discourse contexts, temporal conditions, and other variables;
and to what extent are these processes invariant developmentally and over
individuals?" Given our present ‘state of knowledge about these matters
(see Chapters 1 and 2) and since a principal objective in develnping a

. process model is to provide a conceptual framework within which specific
questions can be raised, in this chapter we will attempt to develop a
model which 1s both consistent with process models which have proven to
be reasonably satisfactory in accounting for other cognitive ‘capabilities
(e.g. memory, pattern recognition) and sufficiently general that more
specific process models can be considered as spe01al cases of the general
model. :

In Chapter 1, three main components of a description of the processes
which underlie the ability to comprehend a discourse and remember informa-
tion acquired from a discourse were identified. The first component
cciusists of a structural description of the discourse ..iich is input to

a subject. A minimal description of natural-language discourse will

have to include:a description at several levels: a description of its
phonological characteristics; its surface. structure, i.e. words plus
syntactic me-kers and order information; its syutactic structure, i.e.
grarnatical characteristics; and its ''literal'’ semantic structure,

i.e. the relational network which is common to and explicitly represented
in surface sentences which are identical in their literal meaning. Recent
work in linguistic semantics (cf. Lakoff 1972 Fillmcre and Langendon,
1971; Chafe, 1972) has made it increasing'y clear that the levels of
linguistic description listed above will not suifice #s a complete



Suppose that a spoken discourse is input to a subject and that the
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description of a textual imput.: "Rules of conversation,'" "presupposirionms,”
and the like all point to the neei for some sort of expanded semantic-
representation which includes semant!~ information which "must" be
presupposed, as well as that which is explicitly encoded in a text. In
fact, the problem of semantic representation appears to be open-ended in

the sense that it may not L2 possible to decide how much information to
include 1in an expanded semantic model of a discourse-—expanded beyond

the litercl meaning of 4 text.

The second main component consists of a structural representation of the
semantic information in memory which has been acquired when an input

text has been understood. The problem is to describe prec1sely what has
been acquired. Experiments such as that of Sachs. (1967) which demonstrate
that information concerning the form of surface expression of information
is not retained in recognition memory for sentences, suggest that the

‘problem of identifying the form in which information 1s represented 1n

memory is related to the przblem of specifying a semantic description

of a discourse. Thus, one might adopt the research strategy of .considering
a samantic model developed as a description of linguistic inputs: as an
hypothetical <tructural model for semantic information in memory To the
extent that ! e semantic modal leads to successful behavioral predictions,
then evidence may be a ~umulated in favor of . a representation in memory
which is based on the ¢ mantic model. To the extent that human cognition
is "langucge domninated,” 1t appears reasonable to entertain such an hypothesis.

The third main component con3ists of a sequence of processing operations
which operate on an input discourse and which result in the semantic
structural information which is represente: in memcry.  While a complete
description of these processes will have to include a detailed account
of precisely what linguistic information is utilized at each descriptive
level and how that information 1s utilized in acquiring cemartic infor-
mation from discourSe, quite a bit can be said about the general charac-

 teristics of the sequence of processing operations without a detailed

account of the processing of specifir discourse characteristics. The
existence of levels of linguistic information~-phonolegical, syntactic,
semantic--imply that the processor mus. be capable of utilizing informa-
tion at each level. This chapter will attempt to outline some of thege
processing ~apabilities in a general way to proviie a more detailed
framework ior the research questions raised at the and of Chapter 2 and
in subsequent chapters.

4.2 Generating Semantic Information from Discoursge

structural characteristics of the discourse can be specified, including
its phonological, surface, syntactic, and semantic characteristics.
Suppose also, that we are atle to monitor that information which the !
subject acquires as the discourse 1is~ presented If, in fact, that

1nformation has & linguistically based semantic form -f repreSentAtJon,.

)
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what capabiWitles must the subject have to generate this information?
Consider first the question of what elements of the input are processed.
Limits of memory span obv1ously place some limits on the number of
elements which can be processed at any one time, opening the question
of juct what elements are selected to be processed as units.

. Identification of "units" or elements of an input discourse involves
three cunsiderations: level, type, and size (see Figure 4.1). At the:
phonological level, work on speech perception appears to have identified
the syllable as-the smallest phonological unit and- there 1s substantial
evidence that larger elements may be the primary units processed (cf. ,
Neisser, 1967; Bever, 1970). Phonological elements may also be classified
with vespect to perticular phonetic features or linguistic functions.
Note that Bever (1970) has pointed out that even at the phonological
level, different processing strategies may lead to different phonological
units being processed. At the level of surface structure, the informa-
tional input consists of an ordered sequence of words and syatactic
markers which results from t' processing of the Hhonological infor  ation
extracted from the acoustic i. put. The units which are processed can
consist of indiwvidual words pius syntactic markers, word groups fphrases),
clauses, or sentences:. The size of the unit processed is undoubtedl--
affected by syntactic and semantic characteristics of 'the input discourse
and by other conditions which affect the processing strategies of the
subject. Types of element- of the surface structure may be identified

on the basis of their - -t.ctic and semantic functions. For exanple,
- word types such as cc words, function words, parts of speech,
animate or inanimate . 4o, and active or stative verbs may be identified;

or, the type of element selected as a unit to-be-processed may, be based
on further syutactic or semantic anal-sis of the sentence, e.g., the
agent of an action, the result of an iction.

’

At the syntactic level, units process '’ consist of syntactically
interpreted (classified) elements or strings of elements from the
surface structure which have been generated by the subject. Thus, f{
the units in the surface structure consist of words plus syntactlc/
markers, syntactic units may consist of words or worl groups together -
with their identified role in syntax, e.g. in terms of systemic grammar,
a noun group may be a subjec;, object, complement, inditate time, or be
the possessor for another noun group (cf. Winograd, 1972). Thus, size
of a syntactic element refers to the amount of information in the syntactic
unit and type refers to its classification within a grammar. Again,
particular elements selected as units for subsequent processing may’
reflect different processing strategies of the subject.

e

.

t the semantic level, the elements which may be the object of  processing
operations in cumprehension and memory are identified in a semantic
madel such as that presented in Chapter 9.- The smallect such element
arrived at in the development of the semantic model of Chapter 9 is
the single lexical desjgnatnr der »tiug a concept or class. Since a
concept may be thought (. as the intersectiocn of a set of conponenL

<y
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Level: phonological structure

surface structure
gyntactic structure
seman. ¢ structure

Type: surface structure:

syntactic structure:

semantic structure:
Size: surface structure:

syntactic structure

semantic structure:

e.g. content wofds, function words,
gyntactic markers d

-.g. verb groups, noun grouvps,
preposition groups, adjective groups,
subject, object

constituent elements of semantic network

words, syntactic markers, phrases,
clauses, sentences, sentence stri:3s

e.g. prepositions, preposition group,

clause ’
" fi
:

_ L
concerts, semantic relations, structures,
logical relations, logical structures

PROCESSES

Processing -

Levels: | phonetic interpreter
surface structure generator
parser :
semantic interpreter
semantic structure generator

Constituent

Processes: Selection:

storage, retrieval

e.g. surface,'semantic, infergntial

kel

-

generative processes: €.g. encoding, generative

serificacion:

reasoning, unconstrained generative
processes -

- g
A

identity, derivational match

transfer of control

Figure 4.1

Classification of possible elements of a description of an imput

discourse.
O

LRIC

’
r

discourse and processes in acquisition of semantic infermation from a



semantic ‘eatures or, alternatively, as a n. twork of semantic relations
connected to a node in memory coriesponding to a lexical element, there
certainly is an issue concerning the size of any particular concept-
class for a given discourse. Types of concepts may be based on ~
particular semantic eatures, e.g. animateness, or on the basis of the
semantic furnttion ¢. the concept in the discourse. The next smallest
semantic unit is a relational triple consisting of two concepts connected
by a single semantic relation. Types of relations may be identified ‘
according to the particular semantic relations designated in the

semantic model (see Table 9.1). Still larger units are possible:
structures consisfing of parts of the semantic netwdrk consisting of
several concepts and the relations connectling them; logical (conditionai)
relations consisting of two propositions (semantic-.relations or semantic
structures) connected by a conditional relation: -and logical structures..
Thus semantic elements processed as units may also. be classified in

terms of both type and size (or complexity). It should be noted that

at each level. a structural element is selected by the subject as a

unit to be processed,that this selection 1s probably not independent

from level to level, and that this selection may be influenced by a
variety oif factors. Thus any further specification of precisely what
“the" units are that are processed at each level will require that we

be able to describe in detail the processing activities.of the subject.

Now consider the question of how information is utilized at each
dedcriptive level in acquiring conceptual and relational information from
a discourse. The fact that the structural information contained in a
discourse can be represented at several .avels indicates that there must
be corresponding levels of processing through which information at each
level is exiracted from a discourse and utilized by the subject in
developing a semantic model based on-the input. The-problem, then, is

to describe the constituent Erocesses at each level of processing

;and to allow for. transfer of countrol from one.level to another, i.e. for
processing operations at ore level to be dependent on processing opera-
tions at another (usually "higher") level. -This latter characteristic
is obviously necessary to interpret syntactic and semantic ambigaities,
pronominal reference, and the like. Transfer of control may also-be .
‘involved in, for example, the routine selection cf a unit of a surface
sequence on the basis of its semantic function. A list of processing
levels and constituent processes is found in Figure 4.1 and 2 flow chart

. representation of the general organization of the levels of processing
: in generating semantic information from discourse is given in .Figure &.2.
The =enmonce of processing operations which we suppose ocgéurs: in generating
sem aformation from linguistic inputs comsists roughly of the .
fol. .ng sequence of operatiomns:. (l) generating a surface structure -

_ from sensory inputs, {2) syntactic analysis, (3) semantic 1nterpretation
(including recognition of lexical elements and semantic interpretation -
of syntactic relations), and (4) generative operations on retrieved
-semantic information and on semantic information resulting from the
in’ :rpretation of the input. Selection and verification {(matching)

)




processes are supposed to operate as a part of each of these operations,
. and information storage can occur at any point in the sequence. ' Thus,
the surface sentence '"He moved the new car from the road to the garage"
(1) is generated from acoustic inputs, (2) certain syntactic relations
are identified (e.g. surface subject, verb, surface object, prepositional
phrases) and input to the semantic interpreter together with the surface: .
-sentence; (3) lexical labels in long term memory corresponding to lexical
elements in the input are retrieved from long term memory, ~tched to
input elements, and used together with the syntactic information -to
generate a proposition (semantic representation) (4) additional =~ ~
semantic information structurally related to the propositlon may be
retrieved as a part of additional processing operations ou the semantic
information-[e.g. as in identifying the pronoun "he" as "John" (say) on
the basis of context]. For a discourse (rather ‘than a single isolated
seritence), a substantial amount of processing of the sort indicated- by
stages "(4) and: (5) ‘would be expected to occur. We would also expect
very little information resulting from stages (1) and (2) to be stored
in long term memory. ) -
According to this model, &t each level of processing, a sequence of
processing events occurs which may involve a number of constituent
operations: (1) selection: any operations which segment or restrict that
information which is to be processed; (2) storage. maintenance of
‘information Doth in-a limited capacity short term memory- buffer and on
- a long term basis; (3) retrieval of information from short or long term
" memory: (4) operations which generate surface or semantic information
from informatioual inputs and from informatios retrievnd from long term
- memory; (5) verification (matching) operations which match generated
.elements against previously generated elements, and (€) control processes
whick transfer control from one level of processing to another. "Thus, the
~ « ..surface sentence '"He moved the car from the rqad to the garage' may be
generated by segmenting the phonetic sequence into worde (plus syntactic
markers), storing the segmented seqUWence in a rehearsal buffer, retrieving’
the lexical elements and syntactic markers from memory, matching the : _
retrieved lexical elements and syntactic ‘markers against stored phonetic - °
segments, and then transferdng control to the syntactic and semantic =~
ccmponents of the system: In Figure 4.2, the solid arrows, represent C
infermation flow; the dotted arroWs indicate that ‘control can be transfe[ed

from one component -to another. - Thus each level of processing can be
thought of as a component of the lext -level in the sequence. Figure
' 4.3 summarizes the processing events:that are supposed to occur at the
semantic level as a dilscourse is presented. (Possible ™ semantic contraol
of the parser is ignored in the Figure and in the discussion which
follows.) As the phonetic sequence is received, ''input'' processes result
in a syntactically interpreted string of words and .syntactic markers
which .is held in a memory buffer (working memﬁry).~ A subset of 'this N
- symbolic string may then be selected for further (semantic) processing. !
Such selection processes may be under “the control of surface and syntactic
features of the passage, but’ &ognitiVe controls of selection (selection’
’ strategies) ‘based on semantic: features are alsn possible. For example,.
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General organization of the levels of processing
in generating semantic information from discourse
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semantic features might be expected to become increasingly important

in influencing the seclection of iuformation from the input as the -
subject proceeds through a long passage and builds his own "semantic
model" of the passage. In the present model, & distinction is made
between three types of selection yrocesses (see Figure 4.1). This
distinction is based on whether or not selecticn is based on surface
(incl. syntactic) features of the discourse, semantic features, or 1is the
result of evaluative operations on the semantic content of the essay
(as, for example, when an "idea" 1s selected because of its relations
to other "ideas" in the passagej. Selection which is based on such
evaluative judgment, and which represents a "decision-to-process’
resulting from (possibly complex) cognitive operations on the content
of the passage, will be referred to as inferential selection; selection
which 1s not based orn such inferential evaluation but rather on surface
or semantic features of the text will be referred to either as surface
selection or semantic selection respectively. Surface selection would
result if, for example, a listener selected elements in response to
such surface' characteristics of a text as inflectional emphasis of a
speaker, features of syntax, or sequential or temporal features of the
text. . In most instances surface, semantic, and inferential selection
processes probably operate in complement to one another. For example,
a paragraph structure may influence“selection of the topic sentence,
while at the same time, inferences based on the content ¢f the paragraph
may influence selection of the ideas represented in the topic sentence
as central ‘to an understanding of the paragraph

As the processing sequence proceeds, once an -element of the input is

selected, then the element is encoded (semantical”  i-terprete.,
through the generation of a sema- .- - -mer* cor R CRTS § S e B -
selected el=n :t., & Jener: . NS T ef=' ved oo
interpre - -racess The gar-.  _zn 9 seme 2 lement
necessar.. . .olves :crieval of ¢ .=+ 2 ¢ cmer . 1 lozg tem
memory. Since some constraints mue  .vern what igs . mmerated, ic is

supposed next that a generated semantic element must be verified in

some way against the selected input element. Processes associated with
evaluating the correspondence between a generated element of the
semantic model and a selected element of the input string will be called
verification processes. The simplest sort of verification (which wor;

be expected to occur at the beginning of a passage) is that of an iientity
match, i.,e., verification that the semantic element may be expressed

by the corresponding element of the stored surface structure. Following
verification (and depending on time constraints), the element of the
semantic model may be operated upon and transformed, the result of

the transformation verified, et cetera. Resulting semantlc elements
‘are stored in lopg term memory. - -

As this processing sequence recycles with the dinput of successive
elements of the input string, the nature of selection, generative
processes, verification, and operations on semantic elements night be

%



expected to change as semantic elements are generated which were not
explicitly present in the input text. The stages of such processing
involving operations on the semantic content are outlined in the lower
half of Figure 4.3. Thus, in addition to verification based on an
identity match, verification based on structural features of the stored
"semantic model” becomes theoretically possible as the "model" develops

a well formed structure. Thus, operations on the stored semantic model
would be expected to occur resulting in the generation of structural
elements not corresponding to explicitly presented elements. Verifica-
tion of these elements, then, must involve criteria other than that of

an identity match. Possibilities include verification of class corres-
pondence in which the generated concept includes or is included in

the input concept; verification of implication in which the generated
concept implies or is implied by previously generated semantic structures
(or both); and verification of noncontradiction in which the generated
concept does not contradict previously generated structures.! As was
indicated in Chapter 3, these categories of verification correspond
clocely to judgments that must be made in scoring subjects' protocols:

An identification of categories of gemerative processés can be made

which is based on possible types of verification involVving the generated
concept. Thus in addition to encoding (generation of identities or
imperfectly discriminated elements), one can identify processes of
generative inference (generation of inferences or elements which “mply
and/or are implied by previously generated structures', and of .. .boraticn
(generation of elements which, while they are not inferentiall o= ivable

from the previously generated structure, do not contraiict tha -rricturs
Elaboration probably includes the generation of semant ¢ eleme: . wiich
are often categorized as linguistic presuppositions. . inally, - =-rz-

dictory elatorative elewents may be generated 1if no- ver ificatic ~-akes
place or if -he verification is faulty. Such elements nay alsc .=
considered to be transivrmations of inferentially derivzble elements

and thus their interpretation may be ambiguous. A great many operations
on semantic information may be identified. In fact, these operations
represent the entire set of possible cognitive operations on any element

. of semantic content.

4.3 Generating Discourse from Semantic Information

Having developed the outlines of a model describing the processes
involved in acqiiring semantic information from natural-language ,
discourse, how might the processes involved in verbally reconstructing
this information be described? While such a description is an interesting
problem in its own right, it is also necessary to specify the processes
involved in verbally reconstructing acquired semantic information in

order to identify possible ambiguities . in the interpretation of classes

of responses obtained from the recall (meaning reconstruction) task as
resulting from particular processing operations during acquisition.

- Verbal reconstruction of (previously acquired) semanfic information

involves processing the same elements as those identified in Figure 4.1;
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it also involves similar levels of processing and many of the same
constituent processes. The processing levels most likely to be
involved ‘in speech production involve (1) the generation of semantic
structures, (2) the generation of surface expressions by the application
- I rules of expression to generate surface sentences which express a
semantic structure, and (3) articulatory or lexicographic processes.

which result in either a spoken or written output sequence. The sequence
of processing operations which we suppose occurs in verbally recon-
structing acquired knowledge is as follows. A directed search of

stored semantic information in long term memory (including possible
operations «n retrieved semantic idformation, e.g. inferential search)
results ir the retrieval of a semantic structure consisting of conceptual
and relacional information, which is held in a short term memory buffer.
Then an element 1s selected from the semantic structure held in the
buffer, the selected element is possibly operated on, and rules of
expression are applied to génerate a grammatical string of words and
syntactic markers« "The, surface expression may be verified and finally
output by means of articulatory or lexicograplic -Srocesses.

The meaning reconstruction task élearly invol:r . . bosth sequences of
processing operations—--those which occur during input as semantic
information is acquired, and those which occur dur:ing output when t
information is retrieved and expressed linguictically. In Chapter
various classes of recponses were identified which are obtained from

sul: "ects' verbal reconstructions of knowlzdge acquired from a discou:: :

i ~

3+
l
~
B4
-

(Fizure 3.23). These response classec were identcified with partizulzs
prc.ossing -perat. oms. Since sim’lar Trocesses can oceur .ora durin:
ing © as & s=mant.: rucresentz lor of - discourss i. ruilt up in Temc
ar uTing citpur 2 . o:mantic _aformat. n is retrieved or generatad

fror retri:-ed infoimavion ana expressed linguistically, a response in
a particular class may be indicative of particular processing operations
occurring either during input, during output, or both. Thus, for example,
if subject-generated inferred semantic relations are observed in a subject's
recall protocol, they may have been generated at input as the discourse
was presented, or they may be the result of inferential processes which
occurred during output as semantic information acquired during input
was reconstructed. This ambiguity with regard to whether a given response
is the result of a process or processes occurring at input or at output
is encountered in any learning task _in which the recall method is used
to assess learning. In Chapter 6 we will investigate this question with
particular reference to the occurrence or nonoccurrence of generative
processes (inferential and elaborative) during input. Clearly, if
comprehension involves "an attempt by a listener to 'infer' conceptual
and relational information which a speaker is attempting to communicate,.
from a string of linguistic elements which incompletely and imperfectly
encode this information," then generative processes must occur at input--

. as semantic information is being acquired.

N—
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CHAPTER 5

EFFECTS OF CONTEXT-INDUCED COGNITIVE OPERATIONS

5.1 Introduction

In the previous chapters a conception of discourse comprehension as
involving three main components -~ g structural model of a discourse
presented tc a subject, a structural mndel of that information which is
acquired from an input discourse, and an account of the sequence of
processing operations which result in the acquired informstion ~- was
developed; one semantic structural model and a procedure for scoring
semantic information contained in a subject's verbal reconstruction of
knowledge acquired from a discourse which is based on the semantic model
were described; and a research strategy involving inferring characteristi -~
of the sequence of processing operations in comprehension =nd se- “ntic
memory from observations of specific sorts of semantic i. rmat: . in
subject's recall vrotc ols =-d observaticis of the effec: »f pa: icular
contextual condit sns n acquired element: of semantic ir -matic was

pr-.ented. Eleme: ts of serar  i: information, it was seer ary I both
tyr- and size (or complaxity. 7. Figure 4.1) and semant:  lemer - in

a st "ject's protocol ma; be ¢ -a2r reconstructions of ele - ts wh. . wer
exp. cit y coded in a present = discourse or self-gener:: Sel- -

.genc vate: elements in princiyp - may e classified on th. . s of 4=
spec.fic cogni- ‘ve operetion:  ch esulted ir those e == s., =,
reproduc=3 elernts may 2e rer>: cent- 1 in subjer<s' Tres. 1l dn T -
 formel o alte =4 form. It r-7z-r~ - show prec sel: v oat Tve a -
cies of resye: e classe sunh =z (ef. Figu o2 3. s te ¢
specific -yrotae oo abc o i-f manir. processing oper ......5 1n comprehension
-and seme. i - . T... develormzen. of such.a set of hypotheses also

will ina:cate wdaitional reasons why the processing of discourse should
be different from the processing of single sentences.

The present chapter will develop a set of hypotheses which are ‘concerned
with those processes which are involved at the semantic level in normal
comprehension and with the manner in which those processes change with
repeated exposures to a discourse and in different discourse contexts.

A principal question underlying many of these hypotheses concerns whether
our basic conception of the language comprehender should be that of a
primarily interpretive system (which can operate generatively when required
to do so by the constraints of a perticular discourse or discourse context ),
or that of a generative system (such as that described in Chapter 4). The
chapter will then present the principal experimental results which pertain
to these hypotheses: results concerning mean response class frequencies. .

‘Two other. sources of empirical information concerning normal processes in

discourse comprehension and concerning process, invariance will be discussed
in later chapters: response class intercorrelations computed with different
degrees of exposure to the text, and correlations of these response measures
with measures of subjects' performance levels on a set of narrowly defined
ability tests. Hypotheses concerning the dependence structures of response
measures which involve questions of process independence and alternative
sources of observed stochastic. growth, and hypotheses concerning sources

of individual differences in semantic information acquired will be offered
after the principal experimental results have been examined.



- are considered to be paraphrases.

" consisting of 47, 49, and 45 subjects.

5.2 Method

Jubjects. One hundred forty-one undergraduates from Califbrnia State
College at Hayward, who were paid for their services, served as subjects.
Most of the students were enrolled in introductory Dsychology courses.
Sixty-six subjects were male; seventy-fiwve were female.

used by Dawes (1966
clauses. The
there were

aterial. A 503 word essay was constructed from th-t
consisting of 30 independent clauses -1 25 depenc:
passage consisted entirei; of declara: -e sentence

five m a2 traasformations and twe n -atives. N¢  >ntences wers ambir:
The ¢z =22 text of th=2 passage may "+ found in A:: .dix A. The pacsar
was ar... =1 accoriing ¢ the procedu for seman® analysis npresentec

in Tha: - into “he litional stru re pres- at- . Pigures 3.1 to

3.8, T tractural rresentation vnr teken as Ui sase sema: “ie

( r' oS- 2l) curactur: for the essz-

A nomb ey ‘rob w. - th.3 and ott -~ methodz -7 = _ntic arn  -sis
airen: ider = n iditional sajor pr- ¢ noan o o

t o le- xisto for cenver o iute

SRS T Logi e detal -4 iins. T-bassd . an

£ S : TR A of C apte 9), ti..s priot.em still scems
Voo 1 s . iwon. A solution to the problem would require not only .

a .eme.i... odel, but also a surface grammar and a set of rules of
expression mapping from a semantic structure to its surface expressions.
The present procedures for generating a semantic representation appeal

to linguistic intuitions concerning the set of surface expressions which -
Nevertheless, a semantic model of

any text can be defined to represent the text and used as a template

~agzainst which subject's protocols are scored even though there may be

an element of arbitrariness in the representation.

A high quality tape recording of the passage was made using an Ampex

861 tape recorder and a Schure Model 545 microphone (7 1/2 i.p.s.). The
passage was read at a moderate rate by an experienced male reader; read-
ing.time & raged about 3 minutes.

Subjects were randonly assigned to three experimental groups
The first group (A) consisted of
18 males and 29 females; group B nad 26 males and 23 females, and group
C had-22 males and 23 females. The three experimental groups correspond
to the three experimental conditions described in Chapter 2. 1In each
condition, subjects were repeatedly presented the flve hundred word
essay entltled Circle Island

Design..

In the first experimental condition (A), subjects were told that the
material which they would hear would consist of & passage which describes
& socio-political problem cn an hypothetical island, involving a canal,

a threatened civil war, and the probable collapse of the island's

economy, and wWere instructed, only that they were to recount in writing
what they had heard. They were also told that they were not expected to
reproduce the passage verbatim. In the second condition (B), subjects
were told that they were participating in an experiment concerned both

P
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. with investigating the ability of individuals to remember spoken material

and to use this iInformation to solve problems, presented with a problem
involring the content of the essay (but giving no addit .cnal informution),
and presented with instructions designed to direct them %o think abou=

how to solve the problem while they try to remember ir fc-mation from

the essay. The problem involved having the subject geaerate as many
alternate solutions as he could for the island's problems, using the
information given in the essay concerning *he island's social, economic,
and political situation. The problem was -desiegned to cause the subject

to operate inferentially on a large number of the semantic relations
conveyed in the structure of the passage. Since the "level of difficulty"
of the passare was about that of a somewhat involved newspaper story, it
was felt that if this context produced predictable effects on processes

in comprehension and memory, the result would be likely to be generaliz-
able to typical situations invelvines vertal ¢~ municat -n and would

certainly generalize to intel ec” - = - comp~ .ou tasks,

In the tll.d conditicn, conditica (¢, subjects worked only on developing
solutions to the problem involving the island. However, after three trials
of’ exposure to the text and work on solutions, on the fourth trial these
subjects were asked to recount the essay in writing. Subjects in condition.
A and B recounted the story four times, once afier each exposure to the
text. After the fourth trial, all subjects were presented with the
problem solving task. Thus condition A involved "1nc1dental problem
solving”,and condition C involved "incident 1 memory" The temporal

course of -events over the four trials and subsequent problem solving

were kept precisely equivalent for the three conditions. In all three
conditions, exactly the same prior information about the content of the
passage was contained in the instructions.

A1l subjects returned one week after the first session to take a battery
of ability tests, and were_asked at that time (before administration of
the tests) to recount in wr''ing their best recollection of the passage.
Subjects were tested in groups varying between ten and fifteen persons
in two three-hour sessions held one week apart. Two experimenters were
used; approximately half of the subjects in each group were tested by
each experimenter. Subjects were instructed not to talk about the
experiment. The first session consisted of the learning and problem
solving tasks, a test of set relations, and the administration of a
strategy assessment questionnaire; the second session consisted of one
(unexpected) written recall followed by the admihistration of a battery
of ability tests.

Procedure. Subjects in groups - A and B were read the following 1nstruct10ns:

In this session we are in effect trying to simulate part of a classroom
situation. The material on the tape which you will hear is artificial
since we had to muke sure that it was equally unfamiliar to everyone. It
is also much shorter than a typical lecture, but listen to ‘it as if it
were being given by a lecturer. However, do not take notes.

- (Demonstrate) Begin by removing the first booklet from the envelope: -

Read the instructions along with me as I read them out loud. (Read
instructions and answer any questions).
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Instructiors, roup A:

1.

You are participating in an experiment which is concerned
with investigating the ability of individuals to remember
spokén material. The material will consist of a passage
which describes a socio-political problem on a hypothetical
island, involving a canal, a threatened civil war, and the
probable collapse of the island's economy .

When the experimenter starts the tape recorder, you will
hear the first presentation of the passage. Your task is
going to be to recount in writing what you have heard. 1In
accomplishin~ this, you must not take notes but rely only on
your memcry. After the passage has been played, you will be
given time to write your best recollection. You are not
expected to reproduce the passage word-for-word. Please use
a prose style (complete sentences) as often as you can.

You will be given lSVminutes for writing. The experimenter
will tell you when to begin and when to stop. The amount of

- time allotted for writing will be more than sufficient for some

of you. Should you finish before the experimenter gives the
signal to stop, remain in your seat and wait for the next
nresentation. :

3ince we are interested in how your memory changes with
additional opportunities to hear the material, we will repeat
this procedure L4 times. Before each new presentation of

the passage and while you are writing, you should not look back
at what you have written for previous presentations. Nor

chould you turn the pages ané read ahead in your instructions

booklet until told to do so by the experimenter.

Instructions, Group B: -

i.

‘g""" -

You are participating in ar experiment concerned with
investigating the ability of individuals to remember spoken
material and use this information to solve problems. You may
think of this experiment as a study of how you are able to
remember and use information which you hear in a class lecture,
when the lecturer states a problem in advance and then asks
you to.think about this problem as he presents the facts and
ideas pertaining <o it. 1In the experiment which follows, you
will hear a short "lecture" which describes a socio-political
problem on a hypothetical island, involving a canal, a
threatened civil war, and the probable collapse of the island's
economy. Some of you may typically think a lot about problem
solutions as you hear such a lecture, while others may only
concentrate on taking in the facts. We would like all of you
to think sbout problem solutions as you try to "take in" the
facts. Thus, we would like you to both remember the facts -
and ideas presented, as well as use them in understanding and
trying to resolve the problem. ' ‘
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2. Although our experiment is designed tc "simulate" a class-room
situation, we wint to aveoid stating the problem in a formal
way -- we don't wani it to resemble an exam question. There-
fore, to make your task more interesting, and to involve you.
in a meaningful and imaginative approach to problem solving,
we would like for you to take the role of a person directly"
arfected by the facts and events on the island. Imagine that
you live in a country that is dependent on this island for
certain exports. The imminent collapse of the island's
gconomy poses a grave threat to your country. Further, imagine
that you are an intelligence agent for your rovernment and
you have been given the following assignment:

Familiarize yourself with the situation on the island, “hen
come up with as many alternative plans as you can which will:

1. Prevent a civil war.

2. Get a canal built without penalizing any particular
group. A ,

(Note: You may use any and all methods tq achieve these

goals except those which necessitate militdry intervention

or which change the island's present form of government. )

3. Your problem is thus twofold. It is first to remember as much
as pos=ible about the situation on the island, while at the
same time develop a set of alternative solutions to the problem.
The experiment will be divided into two parts. 1In the first
part, the passage containing information about the island
will be presented. While you should be thinking about how to
accomplish your assignment as an intelligence azent, your
primary task during this part will be to remember as much
information about the island as you can. After the passage
is read, you will be asked to recount in writing what you have
“heard. 1In accompllshlng this, you must not take notes but
-rely only on your memory. After the passage has been played,
you will be given time to write your best recollection. You

are not expected to reproduce the passage word-for-word. Please
use a prose style (complete sentences) as often as you can.
{Paragraph 3 of the instructions given group A follows. ]

L. "The second part of the experiment will involve your describing
and working out in writing your solutions to the island's
problems. The experimenter will tell you when %o begin the
second part of the experiment. -

(Demonsurate) Now turn to the next page. It should be a clean sheet
of 1lined paper. Write the number 1 in the top margin (demonstrate).

I will now start the tape recorder and play the first presentation.
(Play trial 1) . .

I would-now like you to write down as much as You can remember of
what you've just heard. You are not expected to do this word-for-
word. You may use your own words but please use complete sentences
and write legibly. You will have a maximum of 15 minutes to



accomplish this. Ready =--- GO! (start watcn) {(Repeat instructions
5 and .& for trials 2 and 3)

T. STOP! (stop watch) Please turn to the next clean sheet of paper
and write a 4 in the top margin. I will now replay the passage
for the final time. (Play tape) :

8. Since this is your final trial, 1 would like to review the instructions
again briefly to be sure that you understand your task. For trial
L, we would again like you to recount in writing, as accurately
as possible, the passage which you have heard. You are not expected
to reproduce the passage word-for-word. Use a prose style (complete
sentences) as often as you can.

L

You will be given 15 minutes for writing your best recollection of
the passage. The amount of time allotted for writing will bz more
than sufficient for some of you. Should you finish before the
experimenter gives the signal to stop, remain in your seat and

-wait for the experimenter's instructions. Do not look back at what
you have written for previous presentations. Do not turn pages

in the booklet until told to do so by the experimenter. Ready -- GO!

9. STOP! (stop watch) (Demcnstrate) Now turn the pages in the booklet.
until you arrive at the next dittoed page of instructions. Read
the instructions as I read them outloud. (Read instructions and
answer questions)

Instructions, Group A:

10. Now that ycu are thoroughly familiar with the situation on
the island, we want to see how you can put this information

< to use. Your next task will be to work out solutions to the
island's problems. We wonld like you to approach this task
as follows: )

11. Imagine that you live in a country that is dependent on this
' island for certain exports. The immi:.. 1t collapse of the
island's economy poses a grave threat to your country. Your
role is that of an intelligence agent for your government
who has been glven the follow1ng assignment :

¢ Come up with as many alternatlve plans as you can which will:

l. Prevent a civil war. ) _
2. Get the canal built'without'penalizing any particular group.

(Note: You may use any and all methods to achieve these
goals except those which necessitate military intervention
or which change the~island's present form of government.)

In doing this you must not lcok back 2t what you have wrltten,
but rely only on your memory . Y

QO 12. Assume that these plans vwill be presented to your country's
ERIC - Committee on Foreign Policy, and that some members of this
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committee are not familiar widh the island or wh nat has
trenspired there. Therefore, write }ou“ plans on the follow-
ing pages in = 2lear, concise manner so that the committce
members can easily understand what you have iii mind. Do this
by using the facts you remember about the island and the.
situation there to specify how and. why each plan will change
this situation sc as to fulfill the assignment.

Here is an example of a very poor plan:

1. Have our airforce qub them back into the stone acde.

. Although this plan_might prevent a civil war, it cbviously
does not fulfill the assignment. It does not ilake the reality
of the situation into account, nor does it give the facts
explaining how and why this plan.WOuld #2111l the assignment.
It also violates the xestriction from military intervention.
Avoid plans of such an unrealistic and incomplete nature.
Hlumber your plars, and séparate tﬁem so that it will be clear
from your writing whére,ong plan ends and the next one begins.

Remember that this problem is open-ended, i.e., it has no
single correct solution. We are interested in your ability

to come up with many well-formulated and documented p.ans.

Instructions, Group B:

Iicw that yow. have 60mpletcd part one of the experiment and

are thoroughly familiar with the situation on the island, we
want to see how-you have put this information to use. There-
for¥, your next task is going to be to write out your solutions
tc the island's problems. Rememter, we asked you to imagine-
that you live in a country that is d pendent on this island
for certain exports. [The remainder of the instructions were
identical to those read to group A.] \

The suﬁjects then worked for thirty minutes writing down their solﬁtions
to the problem. '

Subjects in group C read the following instructions. [The precedisg
instructions read to the shjects were identical to those read to the -
subjects in groups A and B.]
You are participating in an experiment concerning the ablllty
of individuals to solve problems based on extensive factual,
material, aurally presented. In the experiment which follows,
you will hear a short "lecture" which describes a socio-political
problen on g hypothetical islend, involving a canal, a
threatened civil war, and the probable collapse of the island's
economy. You may thlnk of this experlment as a study of how
you are able tc use information which you hear in a class
lecture, when the lecturer states a problem in advance and then
asks you to think about this problem as.he presents the facts

-
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and ideas pertaining to it. [Paragraph 2 given in the irstruc-
tions to group B then followed, and that was followed by
paragraph 12 in the instructions to gi~up A.'

When the experimenter starts the tape :

carefully to the passage. Do not take

presentation. When the presentation ic will be

given 15 minutes to work on developlng alternative plans of
action. Since we are interested in how problem solutions
change with additional opportunities to hear the material,.

we Wwill repeat this procedure 4 times. Before each new
presentation of the passage and while you are writing your q\\\
plans, you should not look back at what you have written for:
previous presentations. Nor should you turn the pages and read
ahead in your instructions booklet until told to do so by the
experimenter. ' '

"~ Now turn to the next page. It should be a clean sheet of lined paper.
Write the number 1 in the top margin (demonstrate). I will now start
the tape and play the first presentation. (Play trial 1.)

I would now like you-to write down as many alternative plane as you
can. You may tear out the instructions sheet along the dotted line so
that you may refer to them as you write. Be sure to describe each
solution plan completely. You will have a total of 15 minutes in

which to do this. Continue trying to construct alternative plans until
" time is called. ~Ready ---- GO'. (start watcn)

STOP! (stop watch) Now turn to the next blank sheet of paper and
write the number 2 in the top margin. I will now replay the passage.
(Play trial 2). -

Again, write down as many alternative plans as you can. You sh3uld
-enlarge upon .the plans you wrote on the previous trial, and think of
as many new plans as you can. Do not look back at what you wrote for
the previous trial. You will have a maximum of 15 minutes. Ready ---
GO! (start watch) (Repeat last two instructions for trial 3.)

STOP! (Stop°watch) Please turn to the next clean sheet of paper and
write a b in the top margin. I will now replay the passage for the
final time (Play trial L)

.t
Before writing your plans for the final time, please turn the pages
in the booklet until you arrive at the next dittoed page of instructions
(demonstrate) Read the instructions as I read them aloud. (Read memory
instructions and answer any questions) /

Mgmng_Instfuctions, Group C:

Now, before you write out your final plans, we would like you
to recount in writing, as accurately as possible, the passage
which you have heard. . You are not expected to reproduce”the
passage word-for-word. Use.a prose style (complete sentences) .
as often as you can. '

-



You will be given 15 minutes for writing your best recollection
of the passage. The experimenter will tell you when to begin
and when to stop. The amount of time allotted for writing

will be more than sufficient for some of you. Should you
finish before the experimenter gives the signal tc¢ stop. *“emain
in your gseat and wait for the experimenter's instructiorn

to go on with your final solution plans.

Do not look back at what you have written for previous
presentations. Do not turn pages in the booklet until told
to do so by the exnerlmenter

In this final trial, you will be given a longer time to enlarge upon
previously developed plans and to construct new'plans. To be sure that
the problem and its constraints are fresh in your mind, we will quickly
review the instructions. [The remainder .of the 1nstruct10ns were
identical to those read to groups A gnd B.]

Ability measures. All subjects took the following ability texts selected
from the Kit of Reference Tests for Cognitive Abilities of French,
Ekstrom, and Price (1963): (1) Hidden Patterns (CF-2), (2] Word
Arrangement (Fe-3); (3) Inference (Rs-3), (4) Auditory Letter Span
(Ms-3), (5) First anq Last Names (Ma-3), (6) Theme (Fi-2), (7) Object
Naming (Xs-3), (8) Gestault Completion (Cs-1), (9) Controlled
Associations (Fa-1), (10) Letter Sets (I-1), (11) Topies (Fi-1),

(12) Advanced Vocabulary (V-k), (13) Simile Interpretations (Fe-2),

(14) Associations IV (Fa-3), and (15) Four-letter Words (Cs-3). Abilities
data will be considered in Chapter 7. o '

Strategy measures. In an attempt to reliably assess the extent to
which subjects adopted specific strategies in acquiring semantic
‘information from a discourse, judgments were obtained concerning
strategies employed in remembering the content of the essay. The
Judgements were obtained after subjects had written their solutions

to the problem and using a method of assessment developed for use in
list learning tasks (Frederiksen, 1969), by asking the subjects first
to study a 1list of statements of methods .or strategies which they may
have employed inrremembering the content of the essay, presenting them
with a series of pagus containing the list of statements with randomly
- selected propositions appearing at the top of each page, and requiring
them to check any methods which described how they remembered the idea
at the top of the page. A score for each strategy was obtained by
summing the number of propositions for which the strategy was checked.
A sample proposition and the list.of strategy statements follows:

IDEL: The actual governing body is a ten man senate, called the
Federal Assembly

1. No partlﬂular strategy I did not use any partrcular strategy
in trylng to remember this idea.

S ey

Légﬁ'Key words by rote. I tried to learn key words, related to this
idea,;by rote, using these key words in reconstructing the idea.
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3. Particular ideas. I tried to concentrate on remembering parti-

cular ideas and events and for this reason concentrated on
this idea. !

4. Central ideas. In remembering this idea, I focused on trying
to discover and remember the r tral ideas of the passage,

.then related this idea to t* ~entral ideas.
5. Details. I tried to rem. -rr riptive details from the
expression of this idea i. . . assage.

6. Ideas in sequence. In remembering this idea, I concentrated
on recounting the idea 1n the sequence in which it occurred
in the passage.

7. Ordered in my own way. In remembering this idea, I did
not pay particular attention to its position in the sequence
of ideas but rather ordered it in my own way.

8. Most important ideas first. I considered some ideas to be
more important than others, and in remembering this idea I
considered its 1mportance within the passage

1

9. Unstated relatlonships. In remembering this idea, I tried
to think of new connections or relationships between. this
idea and others in the passage -~ relationships whichk were
not explicitly stated in the passage.

10. Unusuel ideas. T found this idea to be -somewhat unusual and
took particular note of it since it was an idea which was
strange, peculiar,’or unexpected. ' :

11. . Shifted attention I frequently shifted my attention from
this idea to other 1deas in the passage.

12. Visual images. T.tried to form visual images suggested by
this idea,lusing these images to help remember the idea. .

13. Shifted stretegies. I frequently shifted my strategies or
approaches. to the problem of remembering this idea.

<

1k, Attention to parts. I did not pay attention to-the part of

: the passage expressing this idea every time it was presented,
ignoring it in order to concentrate on other parts of the
passage.

15.  Formed associations.' I tried to form a55001atlons to the
part of the passage express"ng this idea and later -used
these associations.in remembering the idea.

16 Clas51fication. I tried to organlze or classify ideas w1th1n
the passage, us1ng this class1f1cation in rememberlng this
idea.
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17. Previous kno#ledge. I tried to relate this idea to my
previous knowledge or conceptions related to the subject
under discussion. o

18. Illustrations. I tried to think of illustrations;or metaphors
for this idea. e e

19. Systemgt}c method. I tr»" ' fto utilize a systemati~ rational
procedure, 1, : an" that I followed in remembering

this idea.

20. DNoticed effectiveness. If my initial strategy did not seem
effective for remembering this idea, I tried a new strategy.

21. Rote memory. I remembered this idea by learning by rote
- the phrase that I heard expressing the idea.

22. Elaboration. I found that this idea suggested additional
id€as to me which helped me remember the original idea.

23. Expository ordering of ideas. -In remembering this idea, I
ordered it in the sequence of ideas in such a way to
“facilitate writing an essay which someone could easily under-
stand. I

. , . - _‘f\'
24, ANY OTHER METHOD USED:

The sentences used were: (1) "A large cansl would upset the island's
ecological balance", (2) "Circle Island has few rivers and hence sa
shortage of water", (3) "Beef is the only export of the island", (L)
"The island is run democratically", (5) "The senate's job is to carry
out the will of the-majority", (6) "The main opposition to the canal
idea came from the ranchers", (7) "The sendgte decided that it would
be too ecologically dangerous to have a. canal that was more than two
feet wide and one foot deep'", (8) "The farms of the island are small",
(9) "The ranchers are much more prosperous than the farmers', (10) "An
island scientist, Dr. Carl Oliver, discovered a cheap method of
converting salt water into fresh water." Strategies data will be
considered in Chapter 7. :

Response measures. Semantic response measures were obtained by applying
the scoring procedures described in Chapter 3 and consist of the rela—
tive frequencies-of responses in each subject's protocol in each of the
classes listed in Figure 3.13. Fach semantic measure was obtained for
each trial. A number of surface linguistic counts were also obtained by
means of a computer program written for the purpdse including certain
simple linguistic. counts: number of letters, words, indépendent clauses-,
dependent clauses, counts of parts of speech, articles, adjectives,
pronouns, nouns, adverbs, verbs, prepositions, conjunctions, caussal
conjunctions; and counts of number of passive, negative, and passive +
negative transformations.

s



96

5.2 Hypotheses

-

The basic measures resulting f. .his experiment consist of the set,

of scores obtained from matchii.. 3 subject's recall protocol to the
semantic model of the passage Circle Island (using the scoring
procedures described in Chapter 3), a response pattern consisting of

a s3t of counts of the number of semantic elements present in a subject's
protocol in each of thirteen response classes (Figure 3.13). Two types
of semantic elements will be considered: conce~'s and relations.

While more response categories are possibl-s ..d counts could be cbhtained
.separately for different types of relation. , parts of a passage, etc.,
if too many response classes are used, the resulting frequencies of
responses in each class become too small vo be useful. For groups A
and B, these respnise measures are obtained on each of four trials

and on a fifth reminiscence trial; for group C, the mesasures are .
obtained on,trial 4 and on the reminiscence trial. Since.all measures
are frequency counts, the data are appropriate for statistical analyses
based on the multivariate normal sampling distribution. Hypotheses
involving ability and strategy measures will be considered serarately

in Chapter T. : ) . s

The.problem in analyzing these data is to.extract information relevant
to hypotheses concerning first, the nature of the processes which
generated the semantic information which subJjects acquired from the
experimental text, and cond th “fects of the contextual conditions
and repeated exposures to t, on these processes. We will begin’
" by considering hypotlieses concernlng normal processing activities in
‘a "natural" (arbitrary) discourse context, hypotheses which involve only
the data obtained under condition A. Considered will be hypotheses
concerning (1) limits on processing caprcity (given a single exposure
to a textual input);.(2) extent of “tustment to such limitations through
imperfect discrimination or simplification of conceptual information
and use of generatlvejproces51ng operations (with a single exposure to
a text); (3) effects of repeated exposures on processing limits,
simplification, and extent of generative processing; and (L) possible
changes occurring in reminescence. These hypotheses will be considered
for both conceptual and relational elements. Hypotheses concerning
effects of the experimental conditions, which were designed to, induce
"superordinate" processing operations on 'semantic information acqulred
from a passage, will then be considered. Hypotheses will be considered
concerning (5) effects of the expérimental conditions on generative
processing operations and (6) changes in these effects with repeated
exposures to the text and (7) in reminiscence. Flnally .similar
effects will be considered involving comparison of the incidental
memory condition with the other two conditions. These latter hypotheses
concerning process invariance will 1nvolve comparison of experimental
groups A and B on five trials, and comparisons among sll three groups
on trials four and five. Hypotheses concerning the stochastic growth
properties of response class measures (over trlals) process independence,
and the role of generative processes (at input or at output) will be
considered in the next chapter. The primary issue which underlies
meny of the hypotheses to be considered is: should the sequence of
proces51ng ogeratlons which is 1nvolved in normal comprehen51on be

EKC
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regarded as primarily an 1nteypret1ve systew. ‘n which surface and syn-
tactic information present in a text are anslysed and interpreted
. semantically resulting in a repre.entation in memory of the semantic
information whick was explicitly coded in a text; or should it be regard-
ed as primarily a generatlve system in which semantic information is
generated (in the manner described in the previous chapter) in an attempt
to synthesize that ccnceptual and relationsal information which a
speaker is attempting to express? A classification and statements
of specific hypotheses concerning the above issues follows.

I. Hypotheses involving Group A alone [éoncerning characteristics
of processing activities in "normal" comprehension]

A. Limits on processing capacity, trial 1 recall (single presenta—
tlon) : , ) '

The processing operations which we suppose are necessary to
_semaritically interpret an input discourse consists of the
following sequence. A semantic interpreter must: (1) generate
a strlng of words and synteactic markers from acoustic inputs,

(2) identify each c¢oncept by retrieving appropriaste semantic B
information, (3) use surface and syntactic information to gerierate
a relational structure linking these conceptual categories, and
(4) store the resulting structure. For a single- sentence,f;

a .certain amount of time would be required for each of these '
processing operations. Thus, it is reasonable to suppose that
elements of surface structure are generated at a time approximate-
1y contiguous with the input of the relevant acoustic information
(with a lag corresponding to the processing time), that semantic
interpretation (concept identification and generation of semantic
relations) requires additional processing time and hence occurs
with a greater lag after each word phrase or clause and that
storage of generated semantic information in long term memory
requires still more processing time and occurs largely after

a clause or sentence has been presented. These considerations
lead to the following expectatlons when a discourse con51st1ng
of: multlple sentences is presented:

l. A discourse will normally exceed the capacity of the
system to completely Pprocess and store all of the
semantic 1nformatlon contained in the discourse,
since the succession of sentences (clauses) will
normally prevent the semantic interpretation and storage
of the resulting semantic information from being
completed. Thus, the amount of reproduced semantic
‘information (verldlcal concepts and relations) present
in subjects' recall protocols should represent only
a fraction of that actually contained (exp11c1tly
coded) in the presented dlSCOurse.

2. The proportion of relations reproduced should be
less than the proportion of concepts reproduced,
Q - since the generation of relations connecting concepts
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requires more extensive processing than the generatlon
2T concepts

AdJustments to 1imits on processihg capacity, trial 1 fecall:

-Given that these limitations on processing capacity exist

for every discourse, it is likely that a semantic information
processing system would adjust to these limitations by
systemmatically selecting that semantic information which is
to be acquired on the basis of either surface or semantic
characteristics of the input discourse (or both). Semantic
information explicitly represented in a discourse could be
systemmatically-reduced in the following two ways:

1. Conceptual classes may be simplified or 1@perfectly
'~ discriminated, resulting in incompletely specified
coneeptuel categories (overgenerallzed concepts)
and relations connecting incompletely specified

concepts in subjects' recall protocols.

2.+ An" efficient way to reduce the "inrormational load"
Presented by a discourse would be to acquire
information generatively. Thus, semantic information
may be generated from previously acquired semantic
information and from elements selected from the
current linguistic input in an attempt to "infer"
conceptual and reletional information without
completely analysing the input dlscourse (i e., in the
menner described in the previous chapter). Such
a method of adjusting to limitations on processing
capacity ought to result in the presence of large
numbers of inferred concepts and relations in subjects'
recalls. One would also expect to find relatlvely
more 1nferred relations than concepts.

Effects of_repeated expdsures:

' Reﬁeated exposuree to .a text should result in ﬁhe acquisition

of new explicitly coded semantic information on €ach exposure
to the text. -As the amount of new information remaining to

be acqulred decreases, the "informational load" on the compre-
hension-memory system would be consequently reduced. Thus
repeated trials should res»1lt in:

1. Increased frequencies of reproduced (veridical)
conceptual and relational elements in subjects'
recall protocols; '

2. Negatlvely accelerated increases in frequenc1es of’
incompletely specified concepts and relations 1nvolv1ng
incompletely . specified concepts (since progressively
less adjustment to .limitations on processing capacity
-would be necessary with successive exposures to a
discourse);
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3. Negatively accelerated increases in inferred concepts
and relations since achieving & reduction of the "informa-
tional load" induced by a discourse by generative
processing would become less important as the amoun®
"of "new information' remaining to be acqr’ YU
N

wWlgeys Li. rer’ iscenc=:

Changes 1- frequenci~ s of reproduced, overg=neraliz=d, and
infarred 2oncepts ané relations in r minisc=nce reflect the
sort of chang=s described by Bartlet 1932 , viz. recuctions .
in the :zmount of reproduced semantic inforr tion and =1mp11f1—
zation of that information as it 'is =constructed. 1In
~dditic:, as previously stored semar~ ¢ information becomes
sore difficult to retrieve, one migkt ~lso expect that more
cemantic information would be generated inferentially from
that conceptual ard relational infori.ation which is retrieved.
These consideraticas lead to the following expectations.

1. Frequencies of reproduced veridical) concepts and
relations should decrease in reminizcen-e. :

‘2. Frequzucies of overgeneralize® concepts and r=latioans
involving <wvergeneralized zo~ :=pts ==ould increase
(simplific (tion).

3. Frequencie: of subject-generat=d in“erred concepts and
relations should increase. :

Hypotheses involving Grouns A and B [concer*lng rrocess 1r"ar1ance'
and effects . f the contewtual conditions]?

A. Context invariance -< gll results. hypothesiz 1 under I.ﬂabove:

Insofar as th: experimental discourse presen*  a degree of
information lcad under contextual condition © which is similar
to that under condi=ion A, the predictions inolving limits .
in proce551ng capacity and adjustments to lir*ts in procesclng
caracity which were made for contextual condi.ion A should

re 1cate for condition B.

-B. Effects of ccqtextual cc :ditions on discrimin tioﬁ of conceotual

categorleS' ST

While the protlem solvins context was designed to induce ‘
inferential o:r 2rations o semantic informati-~ contained in

the presented discourse, it may also increase tie "infnrmatio. .al
‘load" on a sublect. Thus, the extent .f simp i‘ication of

concer ual cat- o _es (cvergeneralization) ma - t2 greater un..r

condit on B t} - _i1dey condi‘.ion A.
'« Effects cof cc :»:=i1al conditions on ex'<at of g=iarative
procecsing (s = e presentation):
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If the problem solving conwext (B) described } -wviously success-
11 7 luces "superordinate" processing operations on the
-eptual and relational information which is acquired from
a discourse, these operations ought to have predictable effects
on “he specific classes of responses obtained from the semantic
nalysis of subJects' recall protocols which reflect the affected
T- ~essing operations. The‘problem solving task involves, first,
aralde*lng the present state of Circle Island and the” changes
state which are expressed in the passage, and, second,
' .rring the effects which speciric introduced changes would
ha 2 on the island's state. Thus, the task involves both
(Z. generating hypothetical events and (2) inferring the
e” :cts those hypo-hetical events would have on the island's
st re. - ‘

1. The operations required by the problem solving task-
then, should result in increased generation of :
inferred relations and (to a lesser degree) concepts —-—
increased r=lative to the frequency of these elements
in the "natural" discourse context (A).

2. To the extent that the hypothetical information
generated i problem solving is incorporated in the
semantic Structure representing the text, frequencizs
of elaborative concepts and relations would also be
expected to 1ncrease in comparison to thelr frequencies
in condition A.

D. ZIffects of repeated exposure on contextual differences in extent
>f generative processing:

1. The effects of the contextual conditions on frequéncies
of inferred concepts and relations predicted above
should increase with repeated exposures to the text
as a negatively accelerated function. The increased
effect is expected since the exploration of consequences
of hypothetical actions should .increase as ‘more semantic
1nformatlon is acquired from the passage.

2. Since the set of hypothetical actions which may be consi-
dered in problem solving is limited and since many of
these solutions are likely to be generated after the

- first exposure to 'the text, effects of the experimental
contexts of frequencies of elaborative concepts and
relations ought to be less apparent on trials subsequent
to the first.

III. Hypoiheses invel Ving Groups A B, and C [concerning grocess
invariance and effects of the contextual conditions]

Unéder the ~2cidental memory conditlon conceptual and relational
informat:on -explicitly coded in the pr.sented discourse would be
E]{U:~exPecte -0 be r=tained only if it wer=2 related to problem solution.
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Thus, it is reasonable t¢ expect that under the incidental memory
condition (C) the hypothesized effects of the contextual conditions
on simgplification and extent of generative processing (hypotheses
ITIB and IID) will occur to a greater extent than under condition B.
This result should be purticularly apparent if the data were
expressed as relative frequenci=s and thus equating the groups in
terms of total semantic information acquired from the discourse.

It is also reasonable to expect that frequencies of reproduced
(veridical) concepts and relations will be less than those obtained
under corditions A and B given an equivalent number of exposures

to the passage. ' '

A. Inferred concepts and relations:

) The experimental groups should be ordered A<B<C in terms

| of frequencies of inferred concepts and relations. .The |
separation should be greater for relations than for
‘concepts. : '

: \
B. Elaborative concepts and relations:

The same ordering is expected but with less separation
of the groups.

C. Simplification of conceptual categqg;es:

The same ordering is' expected with respect to frequencies
of overgeneralized concepts. ‘

The import of these predictions should be clear: that even under
"normal" (arbitrary) conditions in which a discourse is understood,
comprehension involves a process of inferring a speaker's semantic
knowledge from fallible and incomplete linguistic inputs; and that the
manner in which an individual uses knowledge transmitted in a text will
affect the nature of the semantic 'information he acquires from the text,
the means by which he acquires that information, -and '
"comprehension" of the text.
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5.4 Results

Results obtained from analyses of mean frequencies of various classes
of responses in different contexts are presented in the Tables and
Figures which follow. The results will be presented in an order
corresponding to that in which the relevant hypotheses were presented.
Consider first hypotheses (1nvolv1ng Condition ‘A alone) concerning
characteristics of "normal" processing activities, in particular
hypotheses involving: (IA) limits on processing capacity, (IB) adjust-
ments to limits on proce551ng capa01ty, (IC) effects or repeated
exposures, and (1D) changes in reminiscence. The results relevant

to Hypothesis IA are presented in Table 5.1 and are included in the
graph in Figure 5.1. - The amount of reproduced conceptual information
acquired after a single exposure to a text is about 20 per cent (for
condition A). Fﬁrthermore, the figure obtained for semantic relations
is 8.6 per cent, and for conditional relations the figure is 3.3 per
cent. The frequencies of :2xplicit concepts, semantic relations,

and conditional relations contained in Circle Island were 92, 68, and
12 respectively. Frequencies of conditional relations were probably
much too small to permit reliable estimation of what th&se proportions
would be for a text containing a more extensive logical structure.
Hypotheses IBI and IB2 involve the expectation that significant
frequencies of overgeneralized and inferred concepts and semantic
relations will occur. The relevant data are included in Tables 5.2
and 5.3. Pooled - within-group standard deviations may be used to place
confidence limits on their corresponding mean frequen01es of over-~ .
generallzed concepts and relations indicating that the observed
frequencies of overgeneralized concepts and relations are statlstlcally
significant. Concepts may also be transformed by including too much
differentiating information in the concept. Frequencies of such
pseudodiscriminated concepts {(and ‘semantic relations involving
pseudodiscriminated concepts) indicate that this latter process also
occurred. ‘

Frequencies of inferred concepts and relatlons are found in Table 5.3
and plotted in Figure 5.1 (see condition A, trial 1). The results
indicate that significant numbers of 1nferred concepts and semantic
relations were generated by the subjects. Especially interesting is
the result that with a single exposure to the text, more inferred
relations actually were generated than veridical relatlons ‘were
reproduced. The prediction concerning the relative extents of inferen-
tial concepls and semantic relations, viz. that relatlvely more
inferred semantic relations than concepts would occur, is confirmed by
these data, where frequencies of inferred concepts or semantic relations
are taken relative to frequencies of veridical concepts or semantic
relations respectively (cf. Figure 5. 1). Relative frequencies of
conditional- -relations continue this trend, although the absolute
frequencies may be too low to permit generallzatlon to textual materials
containing more extensive logical structures (of conditional relations
linking propositions, cf. Chapter 9). Slgnlflcant frequencies of
"elaborative concepts and semantic relations were also obtalned and
are reported in Table 5.4,

Results concernlng the effects of re eated exposures to a discourse on
ER\(:the acquisition of explicitly cod conceptual and relational information
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and on adjustments to a resulting decrease in "information load"
(Hypothesis IC), are found in Tables 5.1-5.3 and Figure 5.1. The mean
frequencies of veridical concepts and semantic relations exhibit the
expected negatively accelerated increase; extrapolation of the curve
suggests that a great many more exposures to the discourse would be
required to reach anything approaching recall of all of the explicit
concepts or semantic relations contained in the text. Inspection of
the changes in mean frequencies of overgeneralized concept and
reletions with repeated trials of exposure to the text in: ates thuat
very little increase occurred after the second trial. In: —-red
relations showed a slow rate of increase without the nega-:vely
accelerated form, suggesting that the genzration of inferr:d relations
would continue to increase with still more exposures to tk: text.
Statistical analyses of these changes were made with respect to trial
effects pooled over condltlons A &nd B and are reported in Tables 5.5-5.7.
The analyses: reported assess trial "main effects'" within the general
multivariate linear model by computing differences between successive
trial scores and testing the hypothesis that the grand mean vector
of difference  scores (for acquisition only, i.e., for trials 1-4) is
equivalent to the null vector. Univariate F's were also obtained for
each successive difference, and step-down F's were obtained to determine
whether successive differences (e.g., increments) are independent of
differences occurring on previous trials. (The univariate tests are
analagous to comparisons involving trials in the familiar "repeated
measures" analysis of variance model for uncorrelated response measures. )
The results (see the first three columns of Tables 5.5-5.7) indicate
significant trials effects for all response classes except inferred
concepts. For veridical concepts, significant increments were obtained
on each trial after the first, and these increments were independent

- of previous increments. Significant increments occurring on trials
after the second are also apparent for overgeneralized concepts and
semantic relations, inferred semantic relations, and elaborative
¢oncepts and semantic relations. In general, these results are con-
sistent with the hypotheses concerning effects of repeated exposures on
processing activities in "normal" comprehension. The above results
also appear to hold under contextual condition B, as expected (Hypo-
thesis IIA).

Finally, consider the hypotheses involving changes occurring in reminis-
cence (Hypothesis ID). Inspection of Figure 5.1 and Tables 5.1, 5.5,
and 5.6 indicates thata significant decrease in the number of verldlcal
concepts and semantic relations did occur (Hypothesis IDl) but with
the interesting result that these decrements are not independent of
previously occurring increments. Thus, evidently, decrements in the
am~cunt of reproduced semantic information are predictable from the
previous changes which occurred during acquisition. The correlations
of the changes in frequencies of veridical concepts and semantic
relations on trial 4 with changes in these frequencies on the reminis-
cence trial are -.574 and -.536 respectively. The correlations
reported are pooled estimates based on the data obtained under both
conditions A and B (i.e., pooled within-group estimates) and are

o Significant (p < ,001). These correlations indicate that for persons

[}KJ:for whom the rate of increase in verldlcal semantic information
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Table 5.5

Analyses of Variance of Inter-Trial Differences in Frec. . ;cles of Veridical,
Overgeneralized, and Pseudodiscriminated Concepts Testi:y Trials Effect
(Hypothesis that Grand Mean Vector of Difference Scores is Equivalent to

Null Vectosr) and Effects Du to Conditions, Sex, and Inte-action, Groups A and B

. (a)
Tr:als - Cc \ditions
(Gran: Mean) _
Uni- St:on-. Multi- Uni- Step- Multi-
variate Dc 7 variate variate Down variate
K::ponse )
T ass Trilals F F F. F T r
Veridical 2-1  308.96%** 7 1.03 T 174
Concepts 3-2  114.62%%% 20.88%*% | 149,31kk* 3.39 3.57 :
4-3 48.15%%% 10,40%% | .02 .61
R-4 79.58%*% 17 1.34 747
Over- - 2-1 47 .97 kk% T 2.45 7]
generalized 3-2 .34 3.92 . 20.25%%% .01 .32 .95
Concepts . 4=3 .76 4.99% | .00 13 ]
R-4 .09 .18 .81 1.07
Pseudo- 2-1 19.82%%* 1 .14 7T
discriminated 3-2 46 3.44 8.05%%% .05 .26 1.16
Concepts 4-3 .63 .51 | ' 1.47 3.05 |
R-4 2.19 4,17% 1.04 .04
(b)
Sex Interaction
Uni- Step~ Multi- Uni- 1 Step- Multi-
varlate™  Down variate variate Down variate
Response
Class Trials F F ) F F F F
Veridical - i
Concepts 2-1 - 3,54 .69
3-2 3.55 2.97 2.18 1.32 1.43 .79
4-3 L01 . .01 ] .00 . .25 _
R-4 1.42 .58 - .13 .52
over- 2-1 3.68 § .03 ]
generalized 3-2 .00 .78 1.57 1.16 “1.57 .90
Concepts 4-3 .00 .29 2.14 1.11 ]
- R-4 .05 .13 : 91 3.54
Pseudo- 2-1 .00 - ] .00 :
discriminated 3-2 1.08 1.62 .59 .19 .29 .11
Concepts 4-3 .10 .15 .23 .05
k R-4 .10 t.29 T ' .02 .00
1. d.f. = 1,92 : * = p < .05
2. d.f.-=.,3,90 4 . *% = p < ,01
: . *kk = p < ,001
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Tavie .6
Analyses of Variance of Inter-T: .. “erenc: in Frequencies of Verid:ical,
Overgeneralized, and Pseudodisco::Zr. - | Sema.. 2 Relations. Testing Trials
Effect and Effects Due to Condi-:ion: " :x, anc ateraction; Conditions & and B.
Trials Conditions
(Grand Mean,
Uni- Step- Mu. o B T3 Step~ Multd-
variate™  Down var . e -zrlate™ Down wvarlate
Response .
Class Trials F F F F F
Veridical 2-1 274 . 13%%% " | 2.30 )
Semantic 3-2 120.65%%% 29 ,26%*%x| .7 54kkk 3.13 3.06 1.79
Relations 4-3 60.18%%%x 11 ,27%% % .02 .03
R-4 98.02%%* .15 E .17 .13
Over- 2-1 70. 40*** 1 .24
generalized 3-2 .03 9.72%% 34, 84%%% 45 1.02 42
Semantic 4-3 .77 9.57%% | .28 .01 ]
Relations R~4 .58 3.25 .06 .22
Pseudo- 2-1 12.76%% : .00 7
‘discriminated 3-2 3.71 "12,68%% 11,33%%% .03 .02 .56
Semantic 4-3 .79 5.58% | 1.14 1.65 |
Relations R~4 '11/me 4 ,Q4% : .25 .10
- (b)
Sex Interaction
Uni- Step- Multi- Uni- Step~ Multi-
variate” Down variate variate™ Down variate
Response . ) . :
Class Trials F F F F F F
Veridical. 2-1 2,07 7] _ .21 7
Semantic 3-2 4.31*% 4,12% 2.22 .73 .73 T 46
Relations 4-3 .32 b .30 46 _
R-4 2.47 .51 44 .07
Over- 2-1 2.27 ] .05 \
generalized 3-2 .16 1.45 1.25 1.25 1.29 .59
Semantic 4=3 .88 05 .94 N
Relations R-4 1 .02 .01 .65
Pseudo- 2-1 .12 .00
discriminated 3-2 .32 .62 .35 42 .49 42
Semantic 4=3 - .01 .31 1.24 .76
Relations R—-4 6.60% 12.10%% .01 .63
1. d.f. = 1,92 * =p< .05
2. d.£. = 3,90 *% = p < ,01
k%% = p < 001
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Table 5.7

Analyses of Variance of Inter-Trial Differences in Freguencies of Inferred
and Elaborative Concepts and Semantic Relations Testing Trials Effects and
Effects Due to Conditions, Sex, and Interaction, Groups A and B.

(a)
Trials Conditions
(Grand Mean) :
Uni~ Step- Multi-~ Uni- Step~- Multi-
variate Dowvm varilate variate Down variate
Response » '
Class Trials F F F F F F
Inferred 2-1 1.47 : ] ) . 1.88 -] -
Concepts 3-2 .59 1.03 1.91 .18 .49 1.21
4-3 2.32 .3.17 : .03 1.27 _
R~4 5.14% 3.16 .15 .02
Inferred 2-1 7.68%* 7] o 3.33 7]
Semantic 3-2 3.07 9.33%% 6.0L%**% .10 .23 1.28
Relations 4-3 3.86 .43 . .03 .32
R-4 5.10% 8.90%* .09 .20 ,
Elabo;ative 2-1 4 .88% . 1.70
Concepts 3-2 18.51%%% 2] 57%%* 17 .06%** 1.72 - 1.15 1.19
4~3 7.08%%  18.40%%* | 1.67 .72
R-4 - 20.33%%x% 4 ,70% B .G0 .51
Elaborative 2-1 .79 ) 1.36
Semantic 3-2 15.29%%% 18.33%%*% 11.87%%: .14 .51 .98
Relations 4-3 3.24 ° 13.66%%%_| .36 1.08 _|
R-4 11.79*%% 1.38 .24 :05
.
Sex Interaction
Uni- Step- Multi- Uni- Step- Multi-
variate Down _Vvarilate varilate Down variate
Response ,
Class ~ Trials F F F F F F
" Inferred 2-1 1.25 7. - .37 7] o
Concepts 3-2 1.10 1.65 1.26 3.54 3.18 1.29
43 .21 .88_| .56 .34 |
R-4 .91 1.18 : - .88 .17
Inferred 2-1 .19 7] .21 _
Semantic 3~2 .49 .93 .38 .07 .01 .09
Relations 4-3 .03 .02 | _ - .07 .05 |
R-4 .66 .41 .43 .52
Elaborative  2-1 2.99 b 1.32 _
Concepts 3-2 1.27 . .65 1.23 2 1.03 .65 .73
. 4=3 . .48 .09 _| ' _ ) .68 .23 _]
R~4 .01 _ .23 : o 4.78% 3.36
Elaborative 2-1 4.70% - ' .00 i}
Semantic 3-2 . 2.59 1.04 2.06 . .36 .40 .85
Relations 43 .08 - .48 _| o 1.13 2.15 | .
' © R-4 .03 .00 R 2.74 .96
1. d.f. = 1,92 : , . ' _ *=p .05
2,d.f., = 3,90 ’ i A T kk = p .01
' : T *kk = p

< .001,
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with repeated exposures to a discourse is high, relatively more explicit
semantic information is lost in reminiscence than for persons exhibiting

-a smaller rate of increase during acquisition. Such & result would be

expected if, say, a constant proportion of the previously acquired
semantic information were lost during the retention interval. The
results obtained for overgeneralized concepts and semantic relations
involving overgeneralized concepts indicate that no significant
increments 1n these frequencies occurred in reminiscence (see

Figure 5.1 and Tables 5.2, 5.5, and 5.6). Thus, the data do not
indicate that conceptual simplification increased in reminiscence.
However, frequencies of subject-generated inferred concepts and _
semantic relations did increase as expected in reminiscence (Hypothesis
ID3) and the observed increases were statistically significant and (for
the inferred semantic relations) independent of previous increments
which occurred during acquisition (cf. Tables 5.3 and 5.7). Thus

there is evidence for an increase in inferentially generated semantic
information in reminiscence. These results also appear to hold under
both contextual conditions.

Now consider the hypotheses (involving conditions A and B) concerning
process invariance and effects of contextual conditions on processing
activities in the acquisition of semantic information from discourse
and, hence, on semantic information resulting from these processes.

In particular we will.ccnsider hypotheses involving: (IIA) contextual
invariance of all results involving limits on processing capacity,

-adjustments to limits on processing capacity, and effects of repeated

exposures to a discourse; (IIB) effects of contextual conditions on

the discrimination ;of conceptual categories; (IIC) effects of contex-
tual conditions on .extent of generative processing; and (IID) effects

of repeated exposures on context-induced differences in extent of
generative processing. The results relevant to Hypothesis TIA have
already been presented and indicate a rather striking degree of
invariance of those aspects of the data which were interpreted either

as resulting directly from those limitations on processing capacity
which are encountered when & discourse is processed, or from adjustments
to these limitations.

In Hypothesis IIB it was suggested that one effect of contextual
condition B would be to increase the "informational load" on a subject
(i.e., the sheer amount of processing required) and hence result in

an increased tendency to simplify conceptual categories by overgenerali-
zation. The relevant data are the mean frequencies of overgeneralized
concepts for each contextual condition, A and B, (reported in Table 5.2)
and mean frequencies of semantic relations involving overgeneralized *
concepts (reported in the same Table and plotted in Figure 5.2). The
results indicate that differences in the predicted direction were
obtained and that these differences increased slightly with repeated
exposures to the text. An analysis of variance of frequéncies of over-

. generalized concepts (Table 5.8) indicates statistically significant

main effects of contextual conditions for trials 2 and 3; but that the
conditions effect. on trial 3 is not independent of that obtained on
trial 2. Thus, there is some evidence to indicate that the observed
effects on frequencies of overgeneralized concepts to some extent are
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cumilative. ©Sex main effects are also significant, indicating a
statistically reliable tendency for females to produce more overgeneral-
ized concepts than males. This sex effect may te due in part to a tendency
for the females to produce more semantic information which can be identi-
fied with information which was explicitly represented in the input

text. No significant interactions of contextual conditions with sex

were found. An analysis of variance of frequencies of semantic relations
involving overgeneralized concepts resulted in nonsignificant main

effects due to conditions, significant sex main effects on trials 2 and

3, and on the reminiscenc. trial, and no significant interactions.
Step-down analyses of sex effects reveal that the observed differences

on the reminiscence trial reflect a cumulative growth in overgeneralized
semantic relations during acquisition. Analyses of variance of frequen-
cies of semantic relations involving pseudodiscriminated concepts

(Table 5.9) resulted in a significant main effect of contextual conditions
on trial 1. Thus, when compared to context A, context B appears to have
produced a greater tendency to reduce the amount of "conceptual" information
through overgeneralization while at the same time producing a lesser
tendency to overspecify conceptual classes by attaching additional self-
generated information to the concepts. .

Hypothesis IIC involves_the effects of the problem solving context on

the generation of semantic information which does not correspcnd to
information explicitly represented in the input discourse. It was supposed
that the problem solving task requires that the subject acquire only

that information from the discourse which is necessary to evaluate the
effects of various solution-oriented hypothetical events which the subject
cenerates himself. These activities should result not only. in selective
acquisition of explicitly represented information, but should also ‘
produce more extensive inferential processing as solutions are evaluated.
Thus it was expected that context B would produce increased frequencies

of inferred semantic relations (and to a lesser extent, concept=z)}. The
mean frequencies of inferred concepts, semantic relations, and conditional
relations for conditions A and B are presented in Table 5.3. - Viridical,
inferred, and elaborative semantic relations are plotted in Figure 5.3.
The relevant statistical analyses are presented in Table 5.10. It is
apparent that the effects of the contextual conditions on freguencies

of inferred semantic relations are as predicted and increase with repeated
exposures to the discourse (Hypothesis IID1). Also as predicted, these
effects aré more apparent for the relations than for the concepts.

Mean frequencies of elaborative concepts and semantic relations are
presented in Table 5.4 (see also Figure 5.3). First, it is apparent that
frequencies of elaborative elements decline with repeated exposures to
the text. Thus, as more explicit and inferentially derived semantic
information is acquired, there is a concomitant decrease in the generation
of elaborative information. Second, while the experimental condition (B)’
does appear to have produced a greater number of elaborative concepts

and semantic relations on trial one (Hypothesis IIC2) than. were obtained
under the "natursl" context (A), the differences were not large enough to
be statistically significant (Table 5.10). The differences between the
two contexts also appear to become smaller with repeated exposures to

the text. 1In general, contextual condition B appears to have affected
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the types and extent of semantic information acquired, (1) by inducing
different degrees of "information load” on the subjects (=nd hence
adjustments to such load), and (2) by inducing inferential operations on
semantic information acquired from the discourse. Since the generation
of elaborative elements may reflect a relatively unsuc~aessful attempt
to reconstruct explicit information from previously acquired information
which is incomplete as well as a generative process occurring as a dis-
course is received, the presence of elaborative elements ia a subject's
recall protocol may reflect processes other than {(or in addition to)
those indicated in Hypothesis I. 2. A similar ambiguity of course, also
occurs in interpreting inferred semantic elements. Thus, if it were

" possible to demonstrate that generative operations actually occurred
during input, it would then be extremely unlikely that the experimental
outcomes described above, could be due solely to events occurring duri ng
output (i.e. during reconstruction of knowledge acquired from the essay)--
events which are in fact unrelated to the explanations presented in the
hypotheses This question will be investigated in the next chapter.

Finally, consider the hypotheses (involving all three conditons,
A, B and C) concerning the effects of the 1n01dQBZ§I_memory condition on
the generation of inferred and elaborative concepts and semanic relations,
on the simplification of conceptual categories, and on the extent of
veridical information acquired. Mean frequencies of conceptual response
classes for all three conditions on trial 4 and reminiscence are reported
in Table 5.11 and mean frequencies for classes of semantic relations are
reported in Table 5.12. Means are also plotted in Flgures 5.2 and 5.3.
Analyses of variance of all scores are presented in Table 5.13. First,
~ observe that, as expected, smaller frequencies of veridical concepts and
semantic relations were cbtained for condition C, indicating selectivity
in the acquisition and long-term storage of erllCltly coded semantic
information. Since the incidental memory task requires only that the
subject acquire information relevant to problem solution, it is reasonable
to expect not only selectivity in information acquired, but also that
relatively more information will be acquired in a generative manner.
Thus, a subject's investigation of the consequences of an hypothetical
solution may induce him to deduce additional facts about the 1sland from
the information which was given in the essay. Thus, measured relative
to the extent of veridical information‘acquired, relative frequencies of
inferred and elaborative elements should be greater than those obtained
under condition B and much greater than those obtained under condition A
(Hypotheses IIIA and IIIB). The relative frequency data clearly support
these hypotheses. For elaborative semantic relations, statistically
significant effects of conditiuns were obtained even for the absolute
frequency measure, and the sbsolute frequency of inferred relations
under condition C on trial 4 is higher than that obtained under condition
A. Thus, the data are in agreement with the predictions of hypotheses
TTIA and ITIB: ., the relative extent of inferentially generated and other-
self-generated semantic information is drastically increased in the inei-
‘dental memory condition. While there may be an ambiguity as to whether
observed inferred or elaborative elements reflect processes occurring at
input or processes occurring at output, it is hard to explain how, if
inferential processes occurred solely ‘during recall, frequencies of
‘inferred elements could increase and occur with such high relative fre-
Fuencies. No significant sex differences or‘condltlons by sex interations
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were found for measures of inferred or elaborative semantic elements.
Relative frequencies of overgeneralized concepts and relations involving
overgeneralized concepts also appear to be greater for condition C than
for either other condition (Hypothesis ITIC).

The changes in reminiscence produced by condition C appear to be
different from the changes produced by the other two conditions with
respect to frequencies of inferred semantic relations. For context C
there is a decrease in the number of inferred semantic relations in remi-
niscence, while for conditions A and B there is an increase in reminiscence
(see Figure 5.3 and Table 5.12). An analysis of variance of reminiscence -
trial U differences indicates a significant effect of conditions and a
step-down analysis of absolute frequencies indicates that differences on
the reminiscence trial are independent of differences on trial I (Table
5.13).  This interesting result implies that the use of inferential
processes to retrieve or reconstruct semantic information which has become
less available after a long retention interval, while it does occur in
situations in which the subject's semantic model is likely to consist
predominately of viridical semantic information, does. not occur in corntexts
in which the subject's semantic model contains a large proportion of infer-
entially generated material. Thus information processing heuristics used
to retrieve or reconstruct previously acquired semantic information appear
to reflect the processing events which occurred during acquisition!

. It remains to examine data which reflect the acquisition of the verbatim
concepts which were embedded in the discourse presented to the subjects.
Two response classes will be considered: complete verbatim concepts and
incomplete verbatim concepts in which verbatim information is missing from
the subject's response. Mean frequencies of complete and incomplete ver-
batim concepts are reported in Table 5.14 for all three conditions. Analyses
of variance for conditions A and B are presented in Table 5.15; analycas
for all three groups are presented in Table 5.16. Consider first the
acquisition data (trials 1-4) for groups A and B. 'A highly significant
trials effect (multivariate F (3,90) = 131.11) and significant step-dom
F's for trial-by-trial difference scores indicate that cumulative lear-ing
of verbatim concepts occurred. In addition, the verbatim measures arec :he
only measures in which-significant interactions of conditions with se:x -=re
found. However, when complete and incomplete verbatim concepts are pcolad,
sex differences disappear. A similar situation appears to hold for th:
reminiscence trial. Thus, if 'accuracy is discounted, the acquisition ari
retention of verbatim information is unaffected by the contextual -~onditions.
Condition C, on the other hand, produced a significant main effect on the
acquisition of complete verbatim.concepts but the effegt on reminiszcence
scores 1s not independent of the differences produced during acquisition.
These last results involving condition C would appear to reflect the pro-
cess of selection of relevant information whiéh was observed previously.
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CHAPTER 6

A QUANTITATIVE INVESTIGATiON OF SOME ALTERNATIVE
PROCESS MODELS

6.1 Introduction

The results which were presented in the previous chapter were found to

be generally consistent with a view of discourse comprehension as a
process which normally involves infarring a speaker's semantic structural
knowledge from linguistidc inputs which occur with such rapidity that
complete interrretive processing is rendered Impossible. It was also
found that the 2xtent of such generative processing ma; - flect contextual
condit:isns as well as semantic properties of the discouzz= itself.
However, there was found to be one source of ambiguity in these results,
an ambi guicy which, if resolved, could significantly increase the weight
of eviacence in favor of a gererative as opposed to an irterpretive view
of the process of knowledge zcquisition from discourse. The ambiguity in
question Involves the tempora’ locus and function of gensrative operations
in discourse comprehension. Since all semantic measures were obtained
from rezall protocols, measures which reflect inferential or elaborative
processing can represent results of either generative processing opera-
tions occurring at input (=: a discourse is received) or those occurring
at output. One purpose of -he present chapter is to attempt to resolve
this ambiguity by means of _.zantitative. investigation of the multi-
occassion intercorrelations of frequencies of veridical, inferred, and
elaborative relations. The method involves, first, assuming that all new
explicitly represented information which is acquired, is acquired during
the presentation of the discourse (i.e. during input). Second, given
this assumption, the interprStive processing model and generative process-
ing models are shown to lead to different conclusions with respect to the
sources of. observed stochastic growth of inferred and elaborative rela-
tional structures. Third, each of these conclusions is converted into

a mathematical model which zxpresses precisely the quantitative outcome
associated with each process model.  Finally, each of the alternative
mathematical models is fit to the matrix of multi-trial intercorrelations
of veridical, inferred, and elaborative relations and a statistical
measure of goodness-of-fit is obtained. The fits of the alternative
models are then compared. ‘ :

A second purpose of the present chapter is to investigate questions
concerning process. independence, e.g. concernlng the extent to which the

.processing operations involved in generating inferred structural elements

are independent of those involved in acquiring explicitly coded semantic
information. Thus, i1f there are inferential processing operations.which
are involved 1in generating inferred semantic information and which are

not involved in acquiring explicitly coded information, then these gener- .
ative processing operations ought not to be statistically dependent on

.the occurrence of interpretive processes. Put another way, the acquisi-

tion of an explic1t1y coded relation requires the first four levels of
processing identified in Figure 4.2 (phonetic interpretation, generation
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of a surface structure, parsing, and semantic interpretation); the
acquisition of an inferred relation requires an addit?! -~1 level of
processing (generation of & new element of semantic structure), the
.occurrence ¢Z which ought to be independent of the previous.sequence of
processing events. In terms of data consisting of otssrved frequencies
of veriiical and inferred relations, these two respznse classes both
result Zrom similar intsrpretive processing operations which they have
in common, bt the inferred relations also result from certain generative
processing operations. In factor analytic terms, measures of veridical
and inferred relations should share a common (general) factor, while
there shoulé be an additional factor common only to measures of inferred
relations, a factor which is-.uncorrelated with the general factor.

In the previous chapter the mean frequencies of various classes of response
obtained ZTom the semantic analysis of subjects' recall protocols were
studied; == rhis chapter the statistical dependence s=~uzture ofF these
- response m:asures will be studied by fitting stochasti. models to the
matrix of Intercorrzlations of certain of the measure:=: frequencies of
veridical. inferred, and elaborative semantic relatizn:. The models
which,.are investigated were designed to investigate bo': of the above
questions  guestions concerning process independence anc concerning
alternati- = sources of observed stochastic growth. The chapter will

begin >y cz=rribing four alternative. stochastic growth models which will
be studied ziid’ each of whichis related to different assumptions concerning
the proceszzs which generated the data. It will then show how these
models relzte to the question, "Do generative processes occur at input?”
Results obrained from fitting each of the four models then will be
presented to ascertzin wnich model best accounts for the data. Finally,
results concerning the effects of the contextual conditions on the
goodness-ci-fit of alternative models will be presentad.

6.2 Simczlex models and Alternative Sources of Stochastic Grthh

. The mode.s widich will be described in this secticn were designed to
investigat: ziternative sources of correlated growth in multiple response
measures w:ich are observed simultaneously at successive points in time.
The data t:- which models are fit are within-group (or pooled within-
group) mul:imeasure multi-occasion correlation matrices based on °
measurements of veridical, inferred, and elaborative semantic relations
obtained from the analysis of subjects' written reconstructions of knowledge
acquired in comprehending and remembering information presented in
texts. Recall that-repeated measurements were obtained from written
protocols obtained after each of four exposures to the discourse. The
models will be fit to investigate possible alternative explanations of"
observed growth in certain measure types which may result from more than
one level of processing. Thus, if a measure involves additive effects,
agsociated with two levels of information processing, observed growth
in the measure may be due to (1) growth in one effect, (2) growth in
the other effect, 'or (3) independent growth in both effects. In addition,
these effects may be the result of processing operations which may be
either independent or dependent. The models fit havé .two levels. The
first level involves either {a) growth properties of each constituent
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effect represented by Markov simplex growth models or (b) constant
effects not representing a process of stochastic growth represented by
Spearman models (c.f. Joreskog, 1970a, b). The second level involves
the combination of effects which are aypothesized to account for the
dependence of one set of semantic resoonse measures on another. For
example, one might assume complete independence: that there are no
effects common to different classes oZ response, or alternatively a
hierarchical model: that there is one process common to measures of
veridical, inferred, and elaborative relations, that there is a

second additive effect representing results of inferential processing
which is common to measures of inferred and elaborative relations, and
that there is a third additive effect representing ''unconstrained
generative processing' (elaboration) which is present only for the
measures of elabovative relations. By fitting models which make assump-
tions at both of these levels, it will ‘be possible to simultaneously
investigate questions of process independence and of alternative sources
of observed stochastic growth.

The specific questions to be answered relate to: (1) determining whether
the production of veridical, inferred, and elaborative structures can
each be considered to be a growth process, or, -alternatively, determining
whether the observed growth in inferred and elaborative structure are.
due to growth in the veridical (simply encoded or interpreted) structure;
(2) determining whether there are distinct and mutually independent
processes associated with the development of these structures; and (3)

- determining which hypothesis, the interpretive or the generative, best

accounts for the growth properties of the data. Four mcdels, each of
which represgpts specific assumptions in relation to questions ‘(1) and
(2) will.now be described. Then the relationship of each model to the.
theoretical issue (question 3) will be specified.

The above related questions will be investigated empirlcally using the
avallable correlation matrix by expressing the various assumptions quan-

titatively as models involving both additive effects of factors -associated

with interpretive, inferential, and elaborative processes, and Markov
simplex growth properties for certain of the additive factors (c.f.
Joreskog, 1969, 1970a). Table 6.1 contains pooled within-group estlmates
of the multi-occasion correlations of response class frequencies of
veridical, inferred, and elaborative semantic relations obtained under
conditions A and B. Inspection of Table 6.1 suggests that the inter-

- correlations of the veridical relations measured on trials 1 to 4 may

represent a simplex (c.f. Chapter 3); similarly the intercorrelations

of the counts of inferred and elaborative relations on trials 1 to 4 may
also each have this property. Note that the correlations of veridical
relations with inferred relations and the correlations of -inferred with
elaborative relations appear to vary about zero. The correlations of
veridical relations with:elaborative relations appear to become negative:
as the trials progress. ‘Empirically, one possibility stated in the two
questions raised above may be expressed quantitatively by means of the
mathematical model stated formally'in Table 6.2. This model “supposes
that (1) counts of veridical relations represent the results of .a process
of semantic interpretation ("encoding process'’) which is a stochastic

.

e
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/ , Table 6.2
Summary of Model for Veridical, Inferred, and
Elaborative Relations: Hierarchical Additive Encoding,
Inference, and Elaborative Production Processes which are
Nonstationary Markov Simplex Growth Processes
Structural Model (a)* I
R (G) (I) (E)
= + + +
Ry = Heg t By Gty By Ley T8 "EJ fri'y
G) ' ;
= +
Cet1,j = %+l Cey F Braa, g F Craa, g
J
- (D)o
Leri,3 = %en1 Tey * et
. ¢ = (E) ‘
; Bet1,3 7 %1 By F G,y
] O k :
' Assumptions (b)# -
f .
1. Scalﬁng Assumptions
. i N i i ]
(1.0 = § NJEE ) = E(epyey) = E(e,.) =0,
var(Etj) =1
2. Quasi-Simplex Model: Encoding
I N -
var(th) = ¢t =1 -.wt 1 var(etj)
. . *
var (G) = r(©) =‘DéG) T ¢(© T'Déc) + v2
: ( * : .
where ¢(G) =D (G)¢(G) D (©) o .
"k S S
D'(G) is a diagonal matrix containing E(G) = a(G)a(G), .o dCG)
g _ t 1 72 e
* 1 =1,2,3, (response class); 1' = 2,3;1"'' = 3; ¢ =1, . .., 4(trials);

1‘2 (group)

3

# For maximum likelihood estimation, it is assumed in addition that X is
distributed multinormal with mean vector U ~and covariance matrix z.

(Note, a lower case letter underlined indicates a column vector.)
. . . &
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Table 6.2 (continued)

‘T is a lower triangular matrix of ones.

¢(G) contains ¢t =1 - wi (a diagonal matrix)

Wz is a diagonal matrix containing wi

¢

' ‘a
g . (Gl’ G 4)

. 2 G3’
3. Simplex Model: Inference

r® o p My p@M* gy D |

var(l) = I =Dg 3 |
whefe v Dél) is a diagonalrmatrix containihg EEI) =’Q£I)a2. . e aiI)
. M@ (D (D)
l_: (Il"IZ’ 13, 14), and ¢ = DE ¢ _DE
4, Simplek Model: Elaborative Production
, var (E) = F(E) = DéE)T ¢(E)* T{ DéE) "~ as in (3.)
5. Additive Hierarchical Model
2
, 5= var (X) = BB’ + 0 X " ‘reminiscence
' . trials
where Gl G2 G3 G4 Il 12‘ 13 Ié' ‘El E2 E3 _E4 5 10 15
() |
L.oBp ” _ ,
(G) ' - : . N
B : .
21
’ : (G)
3 ' 831
(G)
Ba1
) 1
(G) (1)
B 8
-2 @) 12 @
B= Baa : By
T G) . (D
B32 (G) 632 (1) -
) 9 Bz B2
.10 | o : 1
@) | ™ T (E) S
i B13 G . B13 B 13 . )
) T (D). (E)
12 Byz” Ba3 - Ba3
3 G) T (D) - (E)
1 ‘ B . B B .
" 33 @ - 33 4D 33 o (E
_ 43 43 43

) ‘_, . - - "1.

(blanks are zeros) -
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Table 6.2 (continued)

6. Assumption of Independent Processes

_F(G) 0 0 cov (G, KR)
rh g cov (L, X.) -
' = (A Symmettric Matrix)
' var (§R)
2 S 2
0 is a diagonal matrix containing @ti

X is a vector of response class frequencies ordered as in Table 4,

X )

1 - ’
X K> %10’ *15

— R

)

.\\A.
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growth process (more explicitly a nonstationary Markov process with
continuous states), (2) counts of inferred relations reflect a linear
combination of the results of the encoding process and a procesas of
laference which 18 a stochastic growth process independent of encoding,
and (3) that counts of elaborative relations reflect a linear combina-
tion of the results of encoding, inference, and an elaborative process
which 1s a stochastic growth process independent of encoding and
inference. The fifth "reminiscence" trial measures are treated as
"extension' variables: i.e., their correlations with the latent variables
encoding, inference, and elaborative production are estimated as a part
of the model. The first equation in Table 6.2 states that the frequency
of r1esponse class i on trial t for context j 1s equal to the mean for
that measure-trial combination (M _,) plus linear regression on encoding
at trial t for context j (G,_.) plus (for inferred and elaborative
relations) linear regression”on inference at trial t for context j (Itj)
plus (solely for elaborative relations) linear regression on elaborative
production at trial t for context j (Etj) The last term of this
equation (c¢i J) represents a measure-specific error component. The
next three equations of the structural model represent the growth property
defined respectively for encoding, inference, and elaborative production.
The remalning equations express assumptions which are necessary to ]
completely specify the model including (1) arbitrary scaling assumptions,
(2)-(4) assumptions defining the simplex growth models, and (5) assump-
cions which complete the definition of the additive hierarchical model
described above.

The above model, Model IV, is one of four models fit to the correlation
matrix of Table 6.1 each of which reflects different assumptlons about
the processes underlying the observed data. As does Model IV, Models I
and I1 both assume that all three response classes reflect an encoding
process which 1s stochastically increasing. However, unlike Model IV,
Models I and II both assume (1) that the observed counts of inferred and
. elaborative relations (additively) reflect inferential or elaborative
processes respectively in addition to the encoding process, and (2)
that nelther of these processes has stochastic growth properties. Models
I and II differ with regard to the assumed dependence (Model i) or
independence (Model II) of the constituent encoding, inferential, and
elaborative processes. Model III is similar to Model IV but does not
allow for inferred elements to enter into counts of elaborative rela-
tions. Models I and II are similar to Model III in this’ rnspect. Tn
summary: Model I assumes an encoding process which is stochastic,
inferred and elaborative processes which are stationary Spearman cases’
(1.e. growth in inferred and elaborative relations 1is due solely to
growth in the encoded structure), and all processes are dependent;
Model II is identical to Model I except all processes are independent;
and Models TII and IV zssume independent stochastic growth processes
assoclated with encoding, .nference, and elaborative production respec-

tively. N
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6.3 Do Generative Processes Occur at Input?

It remains to explain the rielationship of each of these models to the_.
question, '"Do generative processes occur. at input?'" Thus, it is necessary
to derive a ccnnection between the mode of processing at the input of a
discourse and the dependence properties of the measures as expressed in
Models I to IV. First, consider the case of a 'generative processor."

If the language comprehendev behaves as a ''generative processor,"
generative (e.g., inferential) processes wi?l occur during input,
resulting in a semantic structure in long term memory which contains

" both veridical and subject-generated elements. Thus, 1f we assume that

the acquisition of new information occurs at input, then it is reasonable
to expect that subject-generatad (inferred and elaborative) semantic
elements (as well as reproduced (veridical) elements) should exhibit
stochastic growth prop=rties, and that the observed growth in subject-
generated elements S .uld not be due solely to growth in the reproduced
structure. Models III and IV represent this outcome. If, on the other
hand, the person behaves as an "interpretive processor,'" generative
processes will occur only at output elther as retrieval processes or as
operaticns on retrieved information. Under such circumstances, and with
limited time at output, observed growth in subject~generated semantic
elements ought to be attributable solely to growth in the reproduced
structure which was acquired at input. Models I and I1 express this
situation.

6.4 Results

Each of the four medels was fit to the correlation matrix of Tahle 6.1
using Joreskog's (1970b) program tc obtain maximum likelihood estimatres
of all free parameters. The results for Models I-Iv are presented in
Tables 6.3-6.6 respectively. 1In terms of goodness—of-fit of the
alternative simplex models, the results are as follows:

Model Assumptions - | 5? d.f. P
I (a) stochastic encoding process 79.53 58 .032
(b) inference and elaborative : 3
production Spearman cases
(¢) dependent processes ‘
IT (a) and (5) as above - 90.20 - 67 .031

(c) independent processes
ITI (a) as above - S 54.23 43 117

(b) inference and elaborafive
production stochasticy

ol TP
~{c) as above

Iv (a), (b), and (c) as above ' 43.68 39 .279

(d) inference contributes to
counts of elaborative relations
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Table 6.3
Veridical, Inferred, and Elaborative Relations

Parameter Estimates for Model I (a)

© LD 4 ®
Bt:i Bt:i Bti

Trial Measure 3 o wt eti
1 Veridical Relations 1.000%* .941 . 316 .CO0*
2 " " ~1.000%* .749 .126 .000%
3 " " _ 1.000%* .815 .162 .000*

4 "o " 1.000% ..938 .033 .000*
1 Inferred Relatious 244 548 .807
2 " " -.057 .568 .829
3 " " -.040 777 ' .637
4 " " -.286 .684 .720
1 Elaborative Relations .074 .09 .795
2 " " -.160 .698 .645
3 " " -.134 554" 794
4 " " . -.280 .643 804
* ' -
denotes parameter values specified by the model
x% = 79.5344; d.f. = 58, p = .032

Intercorrelations of Derived Meésures (b)

Derived Measure

Derived Measure Gl G2 . G3 G& I E

Encoding, trial 1 (G1) 1.

Encoding, trial 2 (G2) .663 1.

Encoding, trial 3 (G3) . 540 .789 1.

Encoding, trial 4 (G4) .506 740 .863 1.

Inferential Production (I) -.043 - .182 .156 .183 1.

Elaborative Production (E) -.339 -.322 -.312 -.307 -.011 1.

Intercorrelations of Derived Measures with Meagures Obtained one Week Later (c)

Measure _ Gl G2 . G3 G4 - I E
Veridical Relations : 451 .€94 .820 .823 .136 ~-.750
Inferred Relations -.058 .038 .040 -.021 .663 146

Elaborative Relations -.246 -.335 -.314 -.380 - -.024 .517




Tabla 6.4
Veridical, Inferred, and Elaborative Relatiomns

Parameter Estimates for Model II (a)
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5 (G 8 (D 8 (E)

Trial Measure ti ti ti at wt eti
1 Veridical Relations 1% : 942 .316 0%
2 " "o 1.-% .748  .126. 0%
3 " " 1.~ .816 .162  .O%
4 o e 1.-% ©.938  .033 .0%
1  Inferred Relations .264 .533 816
2 " " ' .006  .568 .822
3 " " 049 771 630
4 " " -.206 .669 724
1 Elaborative Relations -.074 .554 824
2 "o " -.329 .600 .704
3 " " -.259 .573 .762
4 " " ~.377 467 .780
*

denctes parameter values specified by the model
X2 = 90,1972, d.f. = 67, p = .031

Intercorrelations of Derived Measures (b)

Simple Production (Encoding) Process

Trizal 1 2 3 4
1 1.~
2 663 1.-
3 541 .790 l.- :
4 .507 741 .B63 1.-

‘Intercorrelations of Derived Measures with Measures Obtained one Week Later (¢)

Measure G G G G

. % 5 3 4 . E
Veridical Relations 451 697 821 .823 -.018 .009
Inferred Relations .022 .018 -~ .040 -.034 .670 .133
Elaborative Relations ~-.204 -.318 ~.304 -.366 .045 450
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Table 6.5
Veridigél, Inferred, and Elaborative Relations

Parameter Estimates for Model III (a)

@) D) (E)
Bey By By

Trial Measgure , a, wt eti
1 - Veridical Relations 1.-% B 943 315 .0%
2 " " 1--* : 0746 -128 10*
3 " ' " l1.-% .815 .162 .0*
4 " " 1.-% _ .938 .033 .0*
1 Inferred Relations .240° .673 1,-* .712
2 " " . -.018 = .743 .767 .671
3 " " .051 .925 . .751 .377

4 " o -.192 .674 .879 .721
1 Elaborative Relations -.043 .592 1.-% .801
2 " " -.323 .803 .986 461
K] " " -.293 .686  .556 .664
4 " " - =.36%4 .606 .896 .678
*

Ii %enotes parameter values gpecified by the model

X

= 54,2299, d.f. = 43, p = .117

Intercorrelations of Derived Measures (b)

Simple Produciion (Encoding) Process

Trial 1 2 3 4

1 () 1.-
2 (6,) 663 1 -

3 (6y) 541 .788 .-

4 (G,) .507 .739 .863 1.-

Trial 1 2 3 4
1 (Il). l1.-
2 (Iz) JZ67 .lo-.
3.1y 576 .751 1.-

4 (T .506 660  .811 1.-
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Table 6.5 (continued)

Elaborative Production Process

Trial ! 2 3 L

L) L

2(E2) |986 1."'

JE) e %6 L

! (EA) 491 48 8% 1.- Y

Intercorrelations of Derived Measures with Measures Obtained one Week Later (c)

Heasure Gl -G2 G3 G4 I1 12 13 I4 El E2 E3 E4
Veridicel 453 683 .81 821 073 ~.048 -.00L =071 017 049 -.0% -.060
Relations | | |

Inferred 035 002 039 -.038 640 420 536 696 15T 086 001 065
Relations ‘

Haborative  -,217 ~.307 320 - 380 236 .003 004 0% M8 A9 521 35
Relations | _ '
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Table 6.6
Yeridical, Inferred, and Elaborative Relations

Pzvmneter Estimates for Model IV (a)

-

(@) (1) (E)
B, B B

:;;f} *jeasure ti ti o, wt eti
1 Veridical Relations 1.000% 942 315 . 0%
2 " " 1.000% 747 127, .0%
3 " " 1..000%* .816 -.162 L O%
4 " " 1.000% ' _ .938 .032 . 0%
1 Inferred Relations ST 242 .571 7 1.000%* .795
o " " -.009 T4 .896 .700
: " " - .056 .913 .792 402
4 " " -.193 .985 .€N3 .000
1 Elaborative Relations -.0:2: 211 .679 1.000% - .697
2 " " ) -.3060 ~.048 762 .923 .525
3 " " -.28° -.113 677 586 665
' " " -.383 ~.197 .636 - .899 .638

* . - ,
genotes paraseter values specified by the model
X = 43.6835, d.f. = 39, p = ,279

Intercorrelations of Derived Measures (b)

Simple Production (Encoding) Process

Trial 1 2 3 4
1 1.
2 .663 1. :
3 .541 .789 1. :
4 .507 740 .863 1.

Inferential Production Process

Trial 1 2 3 4
i 1. '
2 .896 - 1. o
3 .709 .792 1.
i

427 477 - .603 . i

Elaborative Production Process

Trial 1 2 3 4
1 ’ l * . .
2 .923 1.
3 . 540 .586 1.
4 486 .527 .899 1.
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Comparing Models I and II, it appears reasonable to regard th+ -rorrsses
of encoding, inference, and elaborative production .s i..cpendent,

Among the four models, Mod. IV ciearly has the best fit. Thus it is
reasonable to regard the three processes as independent stochastic

growth processes. 1In the first three columns of Ta?le 6.6 (a) are (1)
estimates of the regression wei hts for encoding (B ), inference (Bti )

and elaborative production (B(E)) for each response clas: for =ach
trial. Observe that for counEé of inferred relations the v=2izghts on

simple encoding decrease%while weights on inference increas= with trials.
Similarly, for counts of elaborative relations the regressi-n .- :

encoding become negative, th-<e on ¥ - fer --ce '+ ease ith re:c.
exposure to the t '+, cad + i 1ts « 2]~ orative produciLon Lacrease on
virial two and thew: decrease o subs. juent trials. The numbers in column

four reflect the rate of growth of encoding, inference, and elaborative
production. The correlations of Table 6.6 (b) reflect the simplex
property for encoding, inference, and elaborative production. Table 6.6
(c) presents the estimated correlations of encoding, inference, and
elaborative production with counts of veridical, inferred, and elaborative
relations obtained one week later. Interestingly, counts of veridical
relations correlate highest (.821) with encoding on the last trial, but
frequency of inferred relations correlated highest (.775) with inference
on the first trial. The results would appear to strongly support the
"generative semantic" view of comprehension processes and the assumption
of process independence.

6.5 Effects of Contextual Conditions

In the results ‘just described, stochastic models associated with alter-
native process models were compared with regard to their differential

fit to the observed data. In order to provide a stronger test of the
ability of the comparative model fitting technique employed here to
reflect the processes operating in comprehension tasks, the models were
fit separately to data obtained under each of the two experimental condi-
tions: (A) the '"natural" condition in which subjects were presented with
<« recorded discourse and then asked to write their reconstruction of

the information which they had acquired from the dis:...rse, and (B)

the !'problem solving" c-nditinn in which subjects were also required to
generate @ - gubsequent use as many different solutions as they could
.to a problem based, on the content of the essay. Recall that the

solution process required the subject to generate inferences which were
constrained, i.e., the inferences had to be solution-related. Detailed
consideration of the probable effects of condition B leads to the expec—
tation that: (1) generative processes including inference should occur
‘substantially at input, (2) subject-generated (e.g., inferred) elements
‘should be relatively more independent of reproduced (veridical) elements
than under condition A since they should be structurally more distinct,
and (3) the production of subject-generated elements should be essentially
non-cumulative. Thus, in terms of models fit to the data, the expecta-
tion was that Model II should fit the data obtained under condition B
while (if the generative semantic model is valid) Model IV should fit

. the data obtained under condition A. Note that unlike condition A,

' for condition B, Model II should fit even though generative processes
“cur at input.
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Results concerning mean frequenciles of veridical, inferred, and elaborative
relations indicate that condition B produced significantlr mc ¢ 1r.ferred
relations after the first trial, thar frecuanc. s of inferrec re -tiomns
increased very little over trials for eit.izr ¢ n’“-ion, ard th-= nearly
identical frequencies of veridiczl re-: imnz oc .r-ed for :-- .
conditions. In genera’l. the effe "= S oTar o _ons on uw.an frequen-
cles were smzll. Tle . .thin grou, i.cercorrelzcions for zhe fifteen
measures for conditions A and B are reported in Tables 6.7 and 6.8
respectively. Examination of the appropriate submatrices in Table 6.8
suggests that under condition B, inferred and elabecrative responses do
not have simplex properties. Now consider the '"control" conditicr (A).
Models II and IV were fit to the matrix of Tabl' *“ 7 with t si.owing
results (see also Table 6.9):

Chi-square d.f. P
Model II 98.25 67 .008
Model IV ' 52.39 39 .091

Thus it appears as if Model IV should be select«d ~lthough !¢ swsumption
of independent processes 1s probably Lot vi.i:I. . other words, it
appears as 1f under the 'ratural" conditions, subjects behave as genera-
tive semantic processors. The results for the problem-solving condition
(B) are summarized in Table 10: Model II fits extremely well (chi-square
63.61, p = .595, d.f. = 67). Thus while the effec*- of the experimental
conditions on mean frequencies were modest, the analysis of correlated
growth results in a dramatic difference entirely consistent with
theoretical expectations.

Certain problems occurred in fitting Model "V to th. - . ... --ion macicix

of Table 6.7 which should be rno:zzd. Whils ne pax. =iois appear to

nave been estirated accurat':ly. Jscuers a.pear to be rather far from their
final values. This fact 1s apparent from observing the correlations of

. the extension variables with latent variables I and I, (Table 6.10 (c)):
These latter variables have a correlation of one and hence the correla-
tions of the extension variables with I, and I, should be equal. This
result may be due to some sort of_"ridge effect" in the likelihood function.



144

Ly =N
96¢° TISY" The® 84T GTIT '~ OTO" 68T°— LOT°- 0G0 80€°~ LGT°—- €2€°- 6€E€°- £9Z°- ¥ u Y ST
CTY" 6%E" 06T 9T0° S9Z°— TET - T90°~ 690° HHE"~ 6TH°= QIZE = [HT - 6TT°'~ & i u ‘91
£467  9EZ°  €6T°- 6T0° 9€7°~ ¢6C°- €17°- 66¢€° 9%e° - %64~ HS¥'- 612 - ¢ u u T
046° 0Qcu® TST* (LTT°= LBI'- BI0® €6T - TYT - OTE"- TIE =~ €0E°~ T " ¥ T
91¢"  LLT° 0L40° 9T0°- ¥€1" TOT"= 991"~ 92— 6¢0°- 920° T SUOTIBTOY SATIBIOQETH "TT
. _ | L

009° %8G" GE%* ZHE" OT0" ([H0°- [L0° 9%0° G9Z°'- ¥ "o u ‘01

0£9° 8LT° €80° T60°- L60°- E€TT"- %IT"~ 29€°- ¢ T “u -6

L% [ST° 890" 990° 990" 9ST° <IZ1°'- ¢ u u '8

0§%° 9%0° (T0" [2Q° THO® 4%IT°- ¢ TR u - L

(8¢ €%T° TYZ® 90€£” T90° T SUOT3Ie{ayY paarajul ‘9

T9L° €€8° TIL” 199 .| " " R

£98° LTL° 69%9%° ks " i I/

664" ey t W T

99°- Z i T T

I SUOT3eTay TEOTPTIBA °T

ST 91 £T A I1 0T 6 A 8 L Y s 9 £ 4 T T®Fil sse7) °suodsay
. _ 33eTaEp

v dnoan 103 suorzeyay . .
3ATIBIOQETY pue ‘peaadjul ‘TEOIPiIaA uo paseg safouanbaag
ssef) osuodssy JO SUOTIBT21102133Ul UOTSBI00-TITNH Qmmm
B . Eyw

L°9 *TqeL



145

- gTL

A% S

dATIBRIOQERTY PUBR ‘pPaIISJUT ‘TROFPIII) UO paseg saTouanbaag

g dnoin I0J suol3IeTay

. SSBTD 9suodsay O SUOTIBTIII0IIBJUT UOTSBIVQ-TITNR

8'9 °1qe],

23BTaBA

006° Li%* B8ZE€" 8TF 6YC" 080" €20°- £90° GY%°- TOG'- TLe'~ TL2°- ¥ " BT 61
0Ts" &BE" S0€' G¥0* 9ET" GE0" T9T'- %ST'~ GEE'- 0T%°- S9T°- OT¥°- ISE'-~ & " TR A
90€"  £TE" LET" €TZ° 60" 120"~ 080°- 89T'- €6T°- #¥I'- 66T' - #L1°- €, T " "¢
Evy" 09T TLO® TO0°- 9%0°- €90°- ZTE'- SO¥'- TLE'- 8GY'- 08%'~ ¢ " "o KAt
¥ST* O¥Z' €Tt 9TI° EBI° 88T'- 8LT'- ¥8T'~ [ST'- 08Z°- T SUOTIBTAY 2ATIBRIOqRTH °TT
08€" Z6E° 00Z° &ZS" TZ0°--6TO'- 800 - T00'- €50° ¥ "o " 0T
L6E" 9LT® TBE' H9T'- 90Z'- 9TZ - €21~ 641~ 4 - Cu " 6
¢Z9*  0CT%" L60° B9T* GTTI" €90° %%0° ¢ u“ TS '8
yZe' T€0°- 080" §80° £20° OLT°_ T " " "L
A TN A TANN 1Y AR AX AR c TA A § SUoTieTsy psiidyuy °9
788° 0¢8° <¢69° 69%° 1 " " 'S
¢L8° 09L° 8ES™ ¥ Y " 'Y
' 47 41 € 1 " 't
0L ¢ " u K
T SUOTIBT3Y TEBOFPFIaA °T
c1 I €T - 7T 11 01 6 8 L 9 3 ) £E- 2 T Teral sse[) esuodsay

O

Aruitoxt provided by Eic:

E



146

Table 6.9

Veridical, Inferred, and Elaborative Relations: Model IV
Fit to Group A Correlation Matrix

r
.

Parameter Estimates for Model (a)

(G) (D 5 (E)
I B

Trial Measure ti tl o Y 0

t T ti
1 Veridical Relations 1.% 911 .376 0%
2 " " 1.% - 777 .000 .0%
3 " B 1.% .797 . .110 .0%
4 " " 1.% .899 .041 .0*
1 Inferred Relations .125 .577 1.* .838
2 " " -.089 . .902 . 1.000 .465
3 " " ©.030 .978 o .538 : .188
4 " " -.134 1.003 . .654 .000
1 Elaborative Relations .143 .115 .806 1.% ° ) . .619
2 " " -.216 ° -.105 .942  .794 .000
3 " " -.461 -.182 .583 .666 ,+610
4 " " -.418 -.367 .555 .902 .655
N ] .
denotes parameter values specified by the model
X2 = 52:3923, d.f. = 40, p = .091
Intercorrelations of Derived Measures (b)
Simple Production {(Encoding) Prdcess

Trial 1 2 3 4

1.6 1. ) -
2 (G,) . .645 T 1. ’
3 (Gy) .514 797 1.
4 (G4) 462 L7116 .865 1. S

Irnferential Production Process

Trial 1 o 2 : 3 4

1)) 1. )
2 (L) 1.000 1.
3 (1) .538 .538 1.
4 (L,) .352 352 .654 1.




-y

Table 6.9 (continued) ;

Trial 1 2 3 4
1 () 1.
2 (E)) 794 |
3 (B .529 . .666 1.
4 (E,) 477 .601 .902 1. -

Measure G G2 G3 G4 Il 12 13 ;4

E

E

Intercorrelations oZ Derived Measures with Measures Obtained One Week Later (c)

E

1 ) 1 2 3 4
Veridical . .
Relations {520 L7049 0834 746 .099 .071 .037 .027 .052 .084 .016 -.104
Inferred - .
Relations ~ =-.769 -.051 .054 -.053 .640 .493 .584 ~.582 .253 .064 _.054 .304
Elaborative . ‘ :
Relations -.308 -,377 -.348 -.292 .361 .024 -.080 -.013 .285 .140 .419 .261
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Table 6.10
Veridical, Inferred, and Elaborative Relations: Model II
+ Fit to Group B Correlation Matrix
Parameter Estimates for Model II (a)

Trial Megsure ti ti ti at wt . eti
1 Veridical Relations 1.% .982 ,186 . .0*
2 " " 1.% 733,125 0%
3 "o " 1.% .814 .179 0%,
4 " L 1.% .958 .027 0%
1 Inferred Ralations .304 .625 .708
2 " " .013 V575 : .815
3 > " .092 .738 o > .657
4 " " -.256 620 : .755
1 Elaborative Relations -.222 412 .872
2 " " =-.415 L334 .827
3 " " -.135 765 642
A

" : " ) —_365 .574 J11

*
‘ Senotes parameter values specified by the model
X - .

= 63.6132,7d.f. = 67, p = .595

R

Intercorrelations of Derived Measures (b)

Derived Measure

Bfrived Measure Gl_ G2 ‘ G3 . G4
Encoding, tr. I\(Gl) i.

Encoding, tr. 2 (GZ) 707 1.

Encoding, tr. 3 (G3) 576 .790 L

Encoding, tr. &4 (Ga) .552 757 869 1.

Intercorrelations of Derived Measures with Measures Obtained one Week Later (c)

Gl G2 G3 G4 I ' E
Verldical Relations 478 .689 .816 .883 ~.076 .023
Inferred Relations .082 .038 .012 .003 - .570 .038
Elaborative Relations  -.202 -.286 -.295 -.438 110 .519




CHAPTER 7

' SOURCES OF INDIVIDUAL DIFFERENCES IN COMPREHENSION
Y AND SEMANTIC MEMORY :

7.1 ‘Introduction

The questions which have been investigated thus far have been con-
cerned with identifying characteristics of 1aformation processing
activities in the acquisition of semantic knowledge from discourse
under "normal" contextual conditions (including limits on processing
capacity and adjustments to 1imits on processing through processes
of simplication and generative inference), and with investigating
effects of repeated exposures and contextual conditions on these
processes by studying theilr effects on semantic information which is
acquired from a text. A question of particular interest hzs been
the extent to which generative processing activities occr ind the
™\ role of these processes in discourse comprehension and semantic memory.
y The results obtained were found to be .consistent with a generative
\brocessing model and indicate not only that generative processes occur
during the time in which a discourse. is input, but that the nature
of these processing activities (and hence the nature of the gemantic
information acquired from a discourse) may be influenced by contex~
tual conditions which induce further processing of the semantic
information once it has been acquired. 1If, in fact, the conception
of discourse comprehension and semantic memory as a hierarchiacally
organized multi-level sequence of processing operaticns with genera-
 tive operations occurring at tie top (cf. Figure 4.2) is correct;
and if the extent of generative procesgsing is affected by properties
"of a discourse and contextual $onditions; it is also reasonable to
expect that individuals will differ in the extent to which they
pProcess texts interpretively or generatively. Thus as information
processing activities in normal. comprehension and semantic memory are
understood, possible sources of individual differences in these
Processing activities may be identified. Once potential sources of
individual differences have been identified, it may be possiblé to
optain_measgrements of differences in these processing activities.
One possible set of measures are those used in the present study:
relative frequencies of particular classes of semantic information
in indiyiduals" recall protoccls. Thus relative frequencies of
subject-generated semantic relations may provide reliable measures
of the extent to which an indigidual processes semantic information
generatively. Such measurements, may eventually be useful in practi-
cal situations, -e.g. in diagnosing sources of difficulties in oral
and written comprehension. For example, if a child should consis-
tently show an unusually low frequency of inferred semantic elements
in protocols obtained in a "story retelling" task, this would indi-
. cate a fallure to process discourse inputs generatively and thus
identify the sourgg of his difficulty in comprehending school
\\’ materials,
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In any task involving a sequence of procesSing operations, differences,
between individuals can occur both qualitative and quantitative: ) ‘x
Qualitative differences can occur if individuals differ in the particu-\\
lar sequence of processing operations which they. employ. Thus, in

terms ‘of the model summarized in Figures 4.1-4.3, individuals nmay di’;er
in the particular elements processed at each level: 1in terms of bi:ch
types and size of elements segmented or selected; and they may differ

in the sequence of processing operations which they employ: in the
extent of processing at each level and in constituent processes at

cach level. Qualitative differences would alsec appear to be likely

as a result of differences in the availability of previously acquired
semantic information stored in long term memory. Quantitative differ-
ences may oceur if individuals differ with respect to the relative
éfficiency of any constituent proceséing operations, or in the efficiency
with which constituent operations are combined. Such quantitative
differences would be expected to produce differences in measures of
comprehension, even 1if no qualitative differences occurred among
individuals, i.e., even if each individual processed a discourse in
exactly the same manner. This distinction between qualitative and
quantitative sources of individual differences might be described as

& distinction between indiyidual differences related to mode of processing
and to the efficiency of processing. For example, surface or syntactic
characteristics may be pchessed more extensively by some people when
processing discourse, whiﬂe others may pay more attention to semantic
distinctions. Once a procéSsing strategy is chosen, the .efficiency
variable refers to differences in the knowledge or skill needed to

use that strategy in a competent manner. For a person who chose to
Process the surface and syntactic information, a good knowledge of
‘grammar and interpretive rules would be necessary to process efficiently,
whereas for a generative (semantic) procéssonan ability to make pre-
viously stored semantic information available and to efficiently gener-
ate and evaluate plausible semantic interpretations would be needed

for efficient comprehension. In the: present chapter, both quantita-
tive and qualitative sources of individual differences will be examined.

While most studies of individual differences in language comprehension
have tended to focus on outcomes, measuring comprehension on various
tasks designed to assess level of proficiency on different comprehen-
sion skills (such as recalling word meanings, drawing inferences about
the meaning of words from context; finding answers to questions where
the answer was stated in the text; drawing inferences; following the
structure of the passage; recognizing the writer's purpose, etc.,

cf. Davis, 1968), the focus in the present study is on specific out-
comes, qualitative and quantitative differences in the sequence of
processing operations which generate these outcomes, and on effects of
properties of a discourse and of contextual éonditions on these differ-
ences. This chapter will consider first sources of individual differ-
ences related to the efficiency'of‘various\constituent processes in
language comprehension and semantic mcmoryﬂi The method adopted will
be to obtain measures of specific narrowly defined "abilities" to
estimate a subject's probable level of efficiency with respect to

" various constituent operations inkprocessiné discourse and to study
predictive relationships between these measures and measures obtained
from the analysis of subjects' recall protocols. High correlations
with a particular ability measure would be expected to result if:
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(1) the constituent processes rclated to the ability occurred as a
part of the sequence of processing activities for most or all of the
subjects, and (2) the relacive efficiency of these processes has an
effect on the extent to which particular semantic information is
acquired. Suppose, for example, that a non-verbal measure of inferencial
reasoning . "ability" were available which measured the efficiency
with which an individual is able to inferentially generate and evaluate
semantic information. To the exteut that inferential processes are
a part of discourse processing in all subjects, and to the extent that
efficient inferential processing results in the acquisition of
semantic information, the ability measure should be capable of pre-
" dicting semantic measures obtained from subjects' recall protocols.
Furthermore, the magnitude of this correlation should be affected by
the same contextual factors which were previously found to affect the
extent of inferential operations in processing ‘discourse. Thus, as
in Chapter 5, we will be interested in both (i) the magnitudes of
individual ability-response class corrélations i; "normal" comprehen-
sion (condition A), and (2) experimentally-induced differences in
ability-response class correlations. The rationale underlying this
approach involves interpreting a high correlation between a specific
ability measure and response class as indicative of the particular
procese or processes involved in generating responses of that class
~ (cf. Frederiksen, 1969). Since.this rationale depends on the notioii
of shared processes, pracesses shared between the ability measure and
the response class, i1t is important to establish that the two measures
have in common only the process which is of interest. Thus, a correla-
tion of a verbal reasoning measure and frequencies of inferred relations
could refiect many common processes other than reasoning operations
since the ability test 1s itself a measure of comprehension. It should
now be clear how a carefully designed study of individual differences
in processing efficiency can provide valuable information concerning
normative processing events 1in comprehension and semantic memory.

The remaining seéctions of this chapter will focus on qualitative
differences among individuals —-- on possible differences in strategies
used to select semantic information for further processing and long
term storage; to retrieve information from memory (including selection
of entry points to semantic structures in LTM, organizational pro-
cesses,-and directed search strategies), and to generate new semantic
information from information which has been acquired from a discourse
or retrieved from LTM. Questions to be dsked concerning qualitative
sources of individual differences’ include: (1) determining whether
reliable differences among individuals occur under conditions of
"normal" comprehension; (2) investigating eff ects of contextual con-
ditions on strategy selection, and (3) attempting to identify com-
binations of strategy statements which define integrated processing
dtrategles which include strategies for selection, organization, '
generative operations, and retrieval strategies. This latter question
will be studied by analyzing matrices of intercorrelations of strategy
measures obtained under each condition by attempting to find a simple
linear factor model involving a small number of factors from which the
correlation matrix can be reproduced. " Since information- processing
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strategies identified in this way are obtained from analyses of -
strategy-intercorrelations, any such strategy factors by definition
represent qualitative gources of individual differences.

7.2 Cognitive Abilities and . ProcessingﬁQperations in Discourse Com- .
prehension and Semantic Memory Co

The approach to the study of individual differences in comprehension
and memory processes to be described in this section involves attempting
to predict frequencies of classes of semantic elements on subjects'
protocols from measurements of abilities related to specific processes.
which may be involved in generating these elements, and studying the
effects of contextual conditions on these predictive relationships.

For purposes. of selecting and classifying ability measures,, constitu-
ent processes in comprehension and memory were classified into inter-
pretive processes, unconstrained generative processes (associated with
elaboraticn), generative inference, output expressional processes,
storage and retrieval processes, processes associated with buffer
storage, and processes associated with the identification and mainten-
ance of semantic elements. Ability measurements related to each of
these classes were obtained and used to predict respomeée class
frequencies separately for 'each experimental context. Fifteen tests
were originally selected (see Chapter 5), but only twelve tests were
proved to have sufficiently high sample reliabilities to be included

in subsequent analyses (Table 7.1).  The tests retained have been '
found to measure the following cognitive abilities (cf. French, Ekstrom,
& Price, 1963):

Closure: 1. Cf (Flexibility of closure): Maintenance
. s of a visual pattern in a distracting
visual field (Hidden Patterps Test)
2. Cs (Speed of closure): Speed of identifica-
tion  of a visual pattern in which
a. distracting pattern interrupts contours
(Gestalt Completion Test)

- Fluency: . 1. Fe (Expressional fluency): Facility in
producing connected discourse that
will fit restrictions imposed in terms
of given ideas (Word Arrangement Test)

. 2. Fi  (Ideational Fluency): Facility in
producing quantities of verbally ex-
pressed ideas (Themes, score 1s humber
of words“written; Topics, score is

“number of phrases or sentences written).
3. Fa -(Associational Fluency): Constrained.
associative production of a single word
(Controlled Associations)

Reasoning: *~ 1. Rs (Syllogistic Reasoning): Application
: of rules of deductive logic to evalu-
ate propositions. (Inferrence Test)
2. I (Induction): Generation and evaluation
of rules from examples to eliminate one
Q. ) set of several sets of letters (Letter
3 Sets)
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Memory: 1. Ms (Memory Span): Length of a ‘'string
of letters which can be maintained
briefly inm an auditory rehearsal
- - buffer (Auditory Letter Span)
2. Ma (Associative Memory): Paired-associate
learning (First and.Last Names Test)

Vocabulary: V. Size of comﬁréhension vocabulary

The matrix of intercorrelations of these twelve ability tests is
presented in Table 7.1. The relationship of each of these abilities to .
the classes of constituent processes is as follows: interpretive
processes: Yvocabulary (interpretation of lexical elements);
unconstrained generative processes: i1deational fluency; inferential
processes: reasoning; output expressional processes: expressional
fluency; buffer storage: memory span; processes associated with the
identification and maintenance of a structural element: the closure
factors. Since 1t appeared as if, of the fluency tests, '"Themes" and
"Topics'" might measure expressional fluency as well as ideational
fluency (i.e. since scores reflect amount written); and since it was
desired to obtain a single measure of reasoning which did not involve
verbal" comprehension, the matrix of intercorrelations of these tests
was analyzed by fitting alternative linear factor ‘models to the matrix
until that model was found which best fii the correlation matrix.
‘The model is summarized in Table 7.2 and differs from the familiar
linear factor model only with respect to the treatment of a subset of
the tests as, extension variables (variables which are not included
in the analysis except to estimate their correlations with the factors
which were fit to the subset of tests which were analyzed). Maximum
likelihood estimates of all free parameters were obtained using
Joreskog's (1970) estimation program and the fit of the model of
Table 7.3 was found to be excellent (x (35) = 20. 2498, p =..978).
Note that, just as in Chapter 6, small value of. chi—square and large p
values indicate that the fit of the model to the data is good.
Parameter estimates obtained for the resulting best- -fitting model are
presented in Table 7.3. TFour factors were found: (1) an ideational
fluency : “actor measured by Topics, Word Arrangement, and Controlled
Assoclations, (2) an expressional fluency factor measured by Topics,
Themes, and Word Arrangement, (3) the expected reasoning factor,
and (4) a closure factor measured by Four-~Letter Words and Letter
Sets. Both of ‘these latter two tests involve recognizing a letter
pattern embedded in a.Ilarger sequence. The intercorrelations of these
factors are given in Table 7.3b. Reasoning is uncorrelated with
expressional fluency and also has very little correlation with verbal
closure. Correlations:.of the extension variables with the four
factors are found in Table 7.3c. In general, the measures appeéar to
be rather independent of “eéach other. _ _ i

O
Results obtained concerning the predictive relationshnps ‘of the four
ability factors and five extension varlables with frequencies of
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Table 7.2

Summary of Model Fit to Matrix of Intercorrelations
. of Ability Tests

Agsumptions: Linear Factor Model

1) y= Ax +z where y= random vector of p test scores
A

X

n

matrix of regreésion'weights

]

random vector of factor scores

(2) var(y) =1 = A,¢ A+ 2

(3) wvar(x) = ¢ (a correlation matrix)

(4) wvar(z) = ?2 (a diagonal matrix,)
(3) EKx) = Kz2) =0

~ Assumptions: Linear Factor Model with Extension Variablés

ler‘z_ = ,_%%_ ﬁhere y, =a random vector of scores on py tests to be'
¥ : factored )
' a random vector of p2 extension variables
- (6) ¥ o . 2 1
i1 L ¢ 1 ¢ A0 ¥4 10
zm-.l%_:_l.z = I R < O N P I
‘ < l . co
H21 I L% tg| [0 3 0} 0
:then ¢12 = cov(x,_zz), the correlations of the extension variables
with the factors
i R |
(7) ):11 = Al '.q)ll Al+vl
_ _ I
@) Iy = Moy =2 0= B A) T MNT,
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veridical, ovexgeneralized, pseudodiscriminated, inferred, and
elaborative serantic relations will now be presented. The results
will be presented pertaining . to each of the six classes of processing
operations or processor characteristics in comprehension and semantic
memory: (1) generative inference, (2) unconstrained generative

.processes, (3) expressional processes, (4) processes assoclated with

the identification and mdintenance of structural information, (5)
processes involved in the mémory system (including buffer capdcity),
and (6) relative size-of the comprehension vocabulary (i.e. number~—
of lexical elements for which accurate semantic information can be

_ retrieved from memory). In examining the results which follow, it

is important to realize that of the set of semantic relations con-
sidered, veridical and overgeneralized semantic relations do not

"reflect subject~generdted semantic elements; pseudodiscriminated,

inferred, and elaborative semantic relations all involve subject-
generated elements in some way. The latter three response classes
differ with respect to the manner gnd extent to which generated

semantic infermation is constrained, e.g. by the discourse or by par—
ticular derivational rules such as rules of inference. The inter—‘,
correlations of the above response measures obtained under condition A °

‘were reported in Table 3.2; intercorrelations of frequencies of classes

of semantic relations obtained from gsubjects’ protocols under condi-

.tions B and C are reported in Tables 7.4 and 7.5 respectively.
ﬂCorrelations of these.classes of semantic responses with the nine

"efficiency" variables (four factors and five extension tests) for
each of the three experimental conditions are reported in Tables 7.6,
7.7, and 7. 8

..

Consider first the results concerning inferential processes (factor

) Rs). The two tests which were éelected as measures of reasoning

ability: Inference (the test items involve selecting correct con-
clusions which can be dfawn from given stdtements) and Letter Sets
(the task involves finding ‘a ryle which related sets of four letters
and eliminating a’ fifth set of letters wHiQh does not fit the rule)
both involve a,requirgment that .the subjeci’be able to generate and
evaluate inferences. / Recall that the procedure used was to’'estimate
the fadtor common to the two tests and use this inferential reasoning
faztor to predict response’ measures. This factor by definition will
be independent of werbal facﬁors since only one of the tests involves
verbal content. Thus correlations of resbonse measures with this

. estimated reasoning factor are not due to common verbal content.

Correlations’ of reasoning ability with frequencies of veridical,
inferred, and’ elaborative relations are found in column 3, Table 7.6,

7.7, and 7. 8. A number of results are apparent: (1) frequencies of

veridical,relations are predictable from reasoning for all contexts;
(2) =" .th only one exposure to the passage, reasoning correlates highest
with veridical relations for condition B, but the correlation for
condition A increases with repeated exposures to the text and sur-
passes that of condition B; (3) inferred relations are predictable

from reasoning only under condition B; and (4) reasoning 1s negatively



158

6 = N-
-- TET - TTET  TSOT  6TET €40~ 060°- TET"  GE0°  6LT° 0Z0° TIEO°  %60°  9LT°  £90° q
-- TI€" 96T°  [£T" 820"~ LE€0"~ 680'- ZEI'- €€0°- %Sz° 661" T6T' TZI°  2%0° V)
- €%t 8YTT 6£0°  6ST° | TE0'- #9T°- 9€T°  ZS0°- %Z0®  €L0°- GE0°- €C€O° € SuoTIeTay
-- 780" T9T°  0TZT  2S0'- OEE'- 920" 9407  90T'  68G°  990°- €Tz’ 7  OTiuewsg paleur
- TSTT 80T°- 0€0°- €TI'- T60° 9%~ OET"- 600:- ZT0°  99T° 1 ~WFI0STPOpnasyg
S9%* 885" ,79¢"  THE' - 6TZ°  TIET  6CT°  WITT 622 ¥ '
-~ §8%" ZBZ* 86E" T8I  TZE*  SHE*  ELIT  €IT° Y
- -- . PIST 68T 0SE.  6Sy*  8TET T 8LZ°  LL0° € suoT3eray
o - -- LEE* GBE*  €8%°  9vh*  OTH*  00F" 4 ST3ueWaS
T _ , , --  €%0°  [4%T°  0€Z° 94T TST* 1  pezITeI1auaBiang
. ¥88° 078" 769  69%° q
-- 7[8" 09/° 8ES” Y
--  76L°  T8S* € suorjeray
- - GON. N Uﬂuﬂmﬁwm
, - 1 TedTIpTaap
q ) € ¢ 1 d D) € z T d D) € Z T 1811l SSe[y osuodsoy
P33 BUTWIIOSTPOPNasyg o PoZTTRIBUSZI8AQ _ TEOIPTIRA

g UOTITPUOD ‘SUOTZETOY OTIUEWSS wbﬂumuonmwm pue ‘psiisjyuy
paIBUTWLIDSTPOPNaS ‘pozZITRIaULBIAA) ‘TBOTPTIDA UO paseg
sayousnbaig sseT) asuodsay .Jo SUOTIELTIII0DIDIUT UOTSBIO0~TITNH

(8) %[ @1qeg

¢

Aruitoxt provided by Eic:

E\.



159

-

080°

€co"-

- - 00S° Li%" 8TE" QIE” 8TZ"  6%C" £90° b
- 0TS €8¢ ¢sog” S0 9€T° SE0° T9T°'- #ST'- ¢ -

' - 90€* €I€° LET" €TIT° €S0 T20°- 080°- ¢ SUOTIBTY
. - S O%T" T£0° - T00°- 9%0°- €90°~ T 2T3uewsg
", _ ; _— ¥eZ® O¥eT TETT 911" €8T1° T 3ATIBIOQRTY

. ’ o - 08€" T6ET 007" STS” b

T ~ - L6€° wLTT T8E’ Y
. : - . - 779" 0Ty £ SUoT3IBT3Y
. N G _ -yt T oT3uBWeg
. ® - T p31a33juT
- , it C € 2 T g K € 7 T Teril SSeTD
‘ o asuodsay

- EXSEEECTTITY PEEECETH
(3) %°( @198

S8T"- 6%C°— 60C°— SYI"— 9%0°~ S9T"- L€0" 9%T°- 880°- TST" Ghh = TOS - TEE'~ TLE°- TLT°- W

91T~ T90°- ¥OT"- 6%1 - TTI'- 68T~ LLO'~ 8TZ'- ZEI'~ 6%0°~ GEE'=:0T%"= G9T°- OT®'- TISE'- %

N G9T'- LSZ' = 607°- LOT - GE€°~ 6%0°- 60T SLT"- L€0°- 9TT' 89T°- €61'- ¥¥I'- 661"~ wLT'- ¢ SUoTILTaY
0v0" %67°- 080°- ZEO" 6TI"- ST - 8LT'- 9€0°- ¥8I'~ (L60°- TTE'- SO% - TLE'- 8SY - 08%° - T djluBWRS
L00°- 6ST"- 801~ [TT"~ €8¢ - LTT"- €%0°- 9T0°- 8ST"- 600"~ 88T°'- 8/T1°- %8T1°'- [GT'- 08C'- 1 aATIeI0qETE
TIT'- 8€T° ¥%£0° T60° G80°- SHI'= SET" 0LT°- %L0° O06T" 120~ 6T0°— 800°- Z00"- €S0° b
SLTY- LYT"- TET'- 9€T°- €1T°- Y€ -"9L0° - 891°- TTT - (8T°'- %9T°'- 90T°- 9T1C°'- £TT1°~ 6%1'~ %
260°- G6T" 660°- TLI" [%0°- €60°- %€0"- 680°- TIT'~ 6%0° L60° 891" SZT™  €90° %%0° € SUoT3eTay
Zzo* TI%0° T90°~ TE€Z° 80T" EYT" ¥I0° TOT'- 8ET"- €60° T€0"~ 080" S80° (T0° OLT° z dT3juewag
€02~ TIT" T¥0°'- TOE" [LTO°- %ZI° LET° %T0°- O%T° 6€0° ¥6Z' T6T" 65T TLTT 0TE’ T paaaazuyl

i - .9 3 Z 1 d Y 3 Z T d Y € z T TeTal ssef0
i asuodsay
ﬁmumﬁ.ﬂﬁ.ﬂhumuﬁﬁoﬁuﬁwmm ﬁwn.ﬁ.ﬁmhmcwwhwg Hmu..n@.ﬁhw>

(9) %L °1qeL

O

Aruitoxt provided by Eic:

E

¥}



160

: S =N
- 129° mmo.h LZT1°- v80° . TET°- %S0° 900° %e£T°- %00° q ,
s - L £S0° - 8TT" - , T€0° Hoo.l 6L0° ¢t~ 61E°- % 9ATIRIOqRTH
- . G¥ET THI'- £90°- - 790" 940°  TSTT 64T b _ .
- LIT - 19 A 280" S00° [A¢N [AAVMEY '3 paaxsjuy
- CET” ‘wH¢. 89¢° 6T SLT q :
, _ - I10°- - 690° 90%° GST® % PO3BUTWTIDSTPOPNOSg
. ) - €6€° . 95" - HiT° bl R |
- 110° 112°- % pazTTeIdUaS I3
= 049° d
- - % TBOTPTI3A
| Vi k! % g , Y k! i d % TeTaL SSeT) Isuodsay
p3x1xajug PRZTTRIBUIBIABAD TeOIPTIop :

BATIBIO0qERTH

P231BUTUTIOSEPOPNasq

@

O UOTF3IFpuo) P
‘9OUdISTUTWSY PUB .4 TEBTI] ‘SUOTIBTIY 9ATIUBWSS OSATIBIOGETH

pue ‘paxiajuy .vmuwaﬂaﬂuuwﬂvovsmmm avaHHmumcmwum>o ‘TEeOTPTIOA

AR C LA

uo paseg s99duanbaig sse) asuodsay JO SUOTIBTS1100I93UT

Aruitoxt provided by Eic:

E\.



0" > d = xx
0" > d=yw - . Ly = N
890" - (O] €00°- 600~  9ET'- 700 * - AR 0%0* 200" - ¥
%90 - 80—~ .~ €L1°- 601" €LT” ¥GC€ " AR 0L2'- svo” Vs
EANANEY 960°- 150"~ 991"~ 0T~ £eT” ¥x80% "' - 900" 6%0°- € SuoT1ET3Y
(48 0€0* 780"~ #%0° 2607~ £90° 1T~ 220" 620° < . -9TIueWLg
8zl - 670" G00 - 060° 020° 0%0° 9Le"~ 88T’ 8¢T1’ T 3ATIB10QETY
86¢”’ omown 6L0° vee: ¥60€" (XA 860° 921" 790" \\\\:%
130 SH0 ' - 767" A4 680" 1Z0°~ 690 ° _ ¥8LE€" (YAC Y
¥¥£0% " IAAN 66T 06T - %80° erTt 91¢° LET® 780" € SUOTIBTSY
¥G0¢* 860" 8¢’ gL’ oY9T* 00z’ 8€T” 981~ - 96T° z dTIUBRWIG
¥8LE€" 8T0 '~ 8LT’ ¥81¢€" SLT® ¥99¢ "’ ArA .hmo.n ¥QG¢* T peaaaju]l
GS0* 1%0° 800~ . 0€T'- £00° 840 "~ €L0° w\ €L’ . ERT- b
990"~ 110°- L1~ 61— 080" 10T _¥9TE° -~ EYAAN ¥LEE "~ 7 suoIieTsy
VAN xLTET ' 907 '~ £eo’ 601"~ SI0° 00T 10" ¥9T€" € - 9TIuUrWag
817’ T BET” S8T - 71T’ 100°- €T ¥£9¢° £eT” 661" 4 P2I1BUTWTIDSTP
LT 9.0° #€0 - €00°- 961" 81" - -L20° G90" - oTT" - T ' -opnasg
102" 760° ¥x0L%"* #80° G90°- [AY AR T YA CxITET - A 4 o
(0" - L80°- YA £e0’- 90¢C°- 8h0°- T90° - =xT6%° 0S0° i SuoTIEToY
660°- £80° L91° €6T° -  x[EE€"~ €91~ %6T° I7AS £8T1" € -+ OTJurWeg
870" - 9¢T"’ L0T" ° xL6C'— ovg - CET - ~STO"- VA (10" Z pezTTEIBUL3
(ST ~ ¥BIE” 8¢T"” 69T L0~ (A NET - evT” . ¥x0Gy" T .—A3A0 -
¥x08¢"° ¥x80%° TET” 16T 10° 8L0° ¥xESY" 980" 69T 4
EYA % VIAYN AT LET 8ET "~ %%0° ¥x66%° GeT” »¥xT6%" Vi
¥69¢° 987" 1€’ ¢IT” 010" - AT ¥¥8(G"° 80T . =xx[(8E° € . SuoTIETaY
*¥E€6Y%° LLT" 16¢° B6T" AN 8.0" *¥99G6° 981" 96¢° A JTIuBWR 3
YA 061" 9€0° 091" £00° 9ET’ 80T - GE0°- 65T T TBOTPTI2A
A .mz SR 30 sn AD sy EE! 14 ¢ TeIal SSET) @suodsay
S9TQPTIRA UOTSUdIXY S107308j] .
v cowuﬂvcmu ‘suorieray 21IUTWAS ‘ s

co.@mmmw soTouanbaig sseT) asuodsoy YJIM SITQETIBA UOISUIXT JO

SUOT1BT2110D pue si03dei AITTTQY pPoILwTlIsy 3O SUOT3ETPI10) JO SIBWIISE Saienbg-1sEdT

4 Ty

9°L @1qE]L

IC

Aruitoxt provided by Eic:

E\.



10" ., d = xx .
o~ §0° > d = 4 6% = N
0 - '
—
7€1°=  0ST°-  £00°= 050 - w61 - 097" - 8T~ 080"~ 0Q°~ : )
6€C°- 99T = LLT° 112~ A 6£0°- 917"~ LA ARE 261" Y
091°- 600" 601" I81°- 102" - 160°- 8z1° - 11"~ *TTE" € suotjeyay
SLz~  6€0°-  rcn £6T°-  xx08€'— YT~  xx6LY°- 192"~ €00, - z Uﬂummsmm
11¢” $50° 880°- STAE 100"~ y01"~ £50° ¥81" - T aA1IBioqETY
e 971"~ i Y10~ €12 0L1°- 97" 991" 997" q r~ -
9ET" 7417- 120" 881"~ 007" 6vg = 091" 9%0 - Sett- Ki ,
LGT" z0T” 1£0° 121" £8T1" 9%0° #¥06S #6S€° . 950" £ SuoTIETY
e €z’ 26T - 661" 86T" ¥10° AN Lvo* « GET" Z dTjuEwWeg
8%T* 661"~  8%0'- €1T" 601" ¥E0'~ . 997" 9g1" ¥ 697" - 1 o PLII3JUL
600"~ 0zZ* 0€0 - 180° - BZT - 65¢C" ¥(82" ES0°-  sxB6E° - ¥ T e - e 0
_ LeG" GL0° 61" 610"~ GeT" 91" ¥[9€¢ £90*-  xxG8€° 2 «  'SUOTIETY,
LLo - 660°=  w0T* 0"~ %90~ 89¢ " LLT® 610"~ 880" T -, oTairemes
£60° 960" 000°- 651" 8h0" So¢” BET" *79T° . 820°- z _poIBUTWTIdSTp
I81°-  %00° 871" - £00" $H0° 970"~ vET" ' 807" - 001" 1 ' —opabdsg
. Lzo*-  TIT* PG 8LE" 850" *9€€ " 8L0° ¥68C° ¥8E€ " q )
- 761" 8eC” 9€0° £ve” 890" xx70%" 8/0" ¥xSTY" ¥¥6LY° - 2 suoTIBTaY
980° 011" onT” ¥92€° 8€T" ¥¥18¢" . GL0° ¥99¢€ " €12 3 L STIuEwag
960 897" BET" ¥£0€° TR0 LT ¥G1E" 9¢i” ¥C8T" z "~ pezITeiauULld
610"  %81IC" 610" gree 760 ° €eee 671" ¥82¢° ¥xGTY° 1 ~I3A0
S %8677 L80" 681" ¥xT0Y%" £1¢" *%9¢ " *¥GHET . ¥G0€° ¥82¢° d
0LZ" €41 nH1 ¥xt£EY” ¥EEE” »x06€° ¥¥QCY*° »x70G° ¥0?¢° 2
¥862" 761" 0L0" *¥TLY" . 91C" ¥¥£CH° ¥¥%8€° ¥¥08%" ¥GsE " € SUoTIeTay
62" £60° 610"~ ¥HGE" L AN L6T* xxh8C " A 621" Z  OTavewss
660 850°-  680°'- My AL %00 " ¥8L8° weT” 600"~ 1 TEOTIPTI2)
A EN SN 30 Eh) AD BES aj T4 TeTaL sseT) osuodsay
S3TQBIARA UOTISUIIXN] . m.OuU.mhm cc

g UOTITPuUO) ‘SUOTIBT3Y ODTIJUBWSE
uo paseq satdusnbaij ssey) asuodsay YiTm SOTQERTIEA UOISULIXF JO
SUOIIBT2I10) pue sioided AITTTQY PIIBWTIST JO SUCTILTR110) JO S@lewrlsy saxenbs-jsea]

L ®19eL

X

O

Aruitoxt provided by Eic:

E

I



163

//
//
10" > d = yy g
G0 > d =y N . Sy = N
i 4///, ' _
~ .

. ) ™~ : .
671" 580~  #00°- 710" et - *90¢ ' - *Z20€ "~ 900 ~_ 0.7 gt SuoTaTT=Y
0ST” 98¢ "~ 07 A I0N ¥7EE" - T6Z '~  xxChy' - 10~ ,/N®oh: j STI1URWSSG
ﬂ - T~ aaTIRIOURTH

oy \ . ’ X °
cce” 680° 600" xxG0%”* 990° *»¥x00%"* 11¢” SHT” 9.T" a3 suoTIVTIY
190" £zo” 860" v10°* 190" - €¢o- SL0° 8L0° ~  OLT -y JTIURBWSS
D3XIDJUT
k4
ive - L00°- 960"~ 0vZ'- 860° WA “¢I0°- Tie- - 650° gt suotjeray
T10° LL07- £60° EET” 050" - 197"~ A T20° 88T "~ Vs dTIUBUSG
. . : DRIBUTWIAOSTIP
. -opuasd
LT 6L0° TL0° LOT "~ 7€0" - A ¥8C" LLe'  =59¢° i SuoT3ieTaY
960~ 70"~ 680 *- 69T °- weo™ ¢10° 60T'-  »x88%H° 88T" Y QTZUBUSS
. pozITRI2Uuald
-19AQ
%#80° 80T 09z Y0T*® ««Nmm._ 0¢€0°’ ¥%50S” A 520°- q SuotTieTsy
860" xLCCT BLT® T90° cge” ¥ TE" SAAY 0602 ~ 207 Y 2T3uBWag
A : ‘ | TE0TPTIBA
A BN S| 1D ‘ sy - Ay sy . ad . 14 1Bl ggeT) 9suodsay
S9TGBT 1)\ UOTSUl]XY $1030B{ .

D UOTITPUO) ‘odusdssuTwey pue 4 [RIIL
‘SUOTIBT]Y DTIUBWSS U0 paseq satdusnbaij cseys asuodssy
. . {IT# SOTQRTIIBA UOTSUSIXT JO SUOTILTIIA0) PUB SI030B]
A2TTIqQV paleWTIsSy Jo SUOTIB[DAI0) JO SeIrBuTISY sarenbs-3sesq

8L 3T9eL

A i exe provided by enic

E\.



164

correlated with eldborative relations under all conditions. Since
it was also shown in Chapter 6 that inferred relations were
~acquired at input, these results would appear to indicate that the
generation of relational structures (other than those which are
elaborative) in comprehending and remembering a text necessarily
involves inferential operations on the semantic content of the text.
Included in the preceding statement are those relations which were
explicitly coded in the text. These results also indicate independ-
ently of the results on mean frequencies of response classes that the
effect of the contexts was in part to induce generative reasoning
processes. The low correlations of reasoning with inferred relatioms
under condition A deserve some comment. One possible explanation of
this result 1s thzt the semantic relational information .which is
scored as "inferred" under condition A, is not generated by the same
sort of "formal" operations ~s the information so scored under condi-
tion B. Thus, inferred semantic in >rmation which is generated under
the "normal" contextual condition (A) may be "presuppositional’ in
nature. The zero correlation of reasoning with inferred relations
on trial 4 under the incidental memory condition (C) probably reflects
the fact that by trial 4, the process of generation of inferred infor-
mation is largely complete and the subjects are concentrating on
retrieving previously stored semantic informaticn.

The fact that such large positive correlations of measures of compre-
hension with reasoning were obtained is of extreme intere t. Most
studies of the relationship of comprehension with abilities have
employed standard intelligence tests which include verbal comprehen-~
sion' tasks. It -appears that very few studies have found relationships

. ‘between reasoning measures and measures of comprehension which cannot
be explained on the basis of common verbal content. Two studies in
particular appear to indicate a relationship between reasoning abilities
and performance on comprehension tests. The first (bSpearritt, 1962)
consisted of a factor analysis of a battery of 34 tests, including
measures of listening comprehension, reading comprehension, inductive
and deductiv.: reasoning, attention, meaningful and rote memory, memory
span, and the STLP listening test given to 300 sixth graders. He was
able to identify a factor of "listening comprension" which was posi-
tively correlated with factors of verbal comprehension, inductive
reasoning, and memory span. The second study, by Hartootunian (1966)
at ~mpted to predict reading achievement (measured by the Californila

Achievement Test) from fifteen tests which measured six factors: word
fluency, 1deational fluency, conceptual foresight, speed of closure,
flexibility of closure, judgment and evaluation, and one global measure:
the California Test -of Mental Maturity. 'Conceptual foresight' was
measured by t: ' s5ts: Seeing Problems and Missing Facts. The"latter
test required the subject to see what facts were needed to solve
arithmetic prcblems. Two other tests, Critical Thinking and Beét Answer,
both measures of the '"'judgment and evaluation" factor, required
(respectively) seeing which inferences fiom a set were logical and
choosing best answers to practical questinns reflecting evaluative
skill. Subjects were 513 seventh and eigath graders from two suburban

[ﬂiﬁ:ools. In predicting reading scores by multiple regression, the _
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highest weights were given to Missing Facts, to the two measures of
"judgment and evaluation,' and to one test of word fluency. However,
the global nature of the comprehension scores used in these studies
makes interpretation of these findings difficult. The present results
should serve to illustrate the kind of information which can be .
obtained concerning sources of individual differences when specific
well-defined '"comprehension' measures are employed.

Results pertinent to the effects of differences in efficiency on
“generating semantic information, on the types and amount uof acquired
-semantic information are found in column 1 of Tables 7.6-7.8. The
ideational fluency factor reflects the accessibiiity of stored seman-
tic information and the ability to retrieve or generate semantic infor-
mation in situations which vary in the degree to which the generated
information 1s constrained by the task. Notice first that the corre-
lation of this factor with veridical relations increases with repeated |
expcsure to the text for both conditions A and B (with a higher level
of correlation for condition A).. Apparently, veridical semantic
relations are required in a relational strrcture which is gradually
built up and which includes generated (presuppositional?) structural
elements such that facility in generating these structural elements
1s reiated to the amount of veridical semantic information which is
acquired. There also appears to be a positive relationship of idea-
tional fluency with frequencies of overgeneralized semantic r-lations,
the correlations decreasing with repeated -exposures to the test (and
decreasing more under condition A). These positive correlations
probably refiect the same factors as do the positive correlations with
veridical relations; the decrease probably reflects the fact that there

...1s much less growth in semantic relations involving overgeneralized

" concepts than in veridical semantic relations (cf. Tables 5.2 and 5.6).
TLe correlations of ideational fluency with inferred relations de-
crease for condition A and are generally small. and insignificant for .
both conditions (except for.trial 1 and condition A). The differences betwean
conditions A and B in the trial 1 correlation probably reflects the
different nature of relations scorad as inferred under the two condi-
tions. Judging from the correlationsof the ideational fluency factor
with frequencies of elaborative semantic relations, efficiency in
generating semantic information is important in predicting the extent
of elaborative information which is produced only after repeated trials
under condition B. This result appears to indicate that the task
does not require enough in the way of unconstrained generation of:
semantic information to make the .efficiency of these processes a3 major

factor in determining performance.’

Correlations of the expressional fluency “actor with veridicai and
overgeneralized semantic relations are generally positive and signi-
ficant, especi .ly under conditions B and C and for measur¢ ~btained
on later trials; correlations with subject-generated inferred relations
(and pseudodiscriminated relations which inciude subject-generated
elements) are also significant on the last trial. Efficiency in
expressing acquired semantic information thus appears to be a limiting
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factor as more information is acquired and for response classes having
high frequencies of occurrence. The clcsure factors include measures
of speed (Cs) and fiexibllity (Cf) 1in identifying and meaintzining a
visual pattern, and in identifying letter patterns emb. - ‘i 2
saquence cof letters (Cv). All of thes¢ measures involve -~ recog-
nition of a "figure" contained in an input configuration; Cv is wmost
.simijar to pattern identification in processirg discourse since it
involves letter patterns which are embedded in a sequence (and hence
involve sequential stanning). Thus 1t is not surprising that the
closure factors are related to the acquisition of veridiczl and over-
generalized semantic relations. The fact that this relationship is
found only under conditions B and C is presumably related to effects
of the increased procegsing load imposed by conditions B and C, since
it is well-known that the difficulty of clecsure tasks 1s related to
the distracting’ properties of the pattern ii which a figure 1is em-
bedded.

It remains to consider possible differences in acquired‘semantic in-
formation which are related to memory processes and vocabulary

size. First, the capacity of the rehearsal buffer (as mea:ured by
auditory.letter span) is generally not an important source of indi-
vidual dif: esrences in acquired semantic information. If associlative
memory is taken as a measure of efficiency in rote memory tasks,

rote memory appears to be important only in the acquisition of veri-
dical information on later trials for condition A and for the incidental
memory condition. These are just tl.: conditions which appear most
likely to produce rote retrieval strategies. Finally, vocabulary
shows significant correlations with the acquisition of veridical
semantic relations under contexts A and B and these are larger under
condition A. Context-related differences also occurred in predicting
inferred semantic relationms from vocabulary. This last .csult further
suggests that the "inferred relations' produced under ¢ :Ldition A

were different from the probiem-relatecs inferences praduced under
Conditicn B. Presumably, these relations produced under condition A
are presuppositions obtained in part from expanding and operating upon
word meanings.

7.3 "Effects of thtéxtual Conditious dn_Strategy'Choice

Qualitative sources of individual differences in mode of inform.tion
processing are the subject of the remaining two sections of this
chapter. This section will be concermned with presenting a classifica-
tion of the strategies studiled and with identifying specific-stiategy
statements for which context-induced differences were obtained. The
r.2xt section will inquire into the ma—»er in which thesa spec?‘ic
strategies combine in defining majox teristic proces.l .4
sequenc >s in discourse comprehension a: semantic memory .- .- alzing’
the dependence structures of the strategy measures. <on.::i. groluced
dif "srences in these structures will also be stuc:.:. .n genaral, if
specific strategies are found to combine iato inte.prctable. 'process-
ing sequences', this will constitute evidence for important qualita-
tive differences among individuals in discourse comprehension. If
- such a 1 :sult is obtained, then qualitative differcnces among indi-

E_viduals in a2 less homogenous population would be expected to be even
greater,
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The method used to measure exient of use of particular strategies in
miring and remembering information presented in a discourse has _
wlieady been described in Chapter 5. - The method involves presenting
a subject with a sentence sampled from the discourse and asking the
subject to indicate whkich of a set of statements of possihle strategies
apply to describe the strategy he used in'acquiring the semantic infor-
mation contained in the sentence. Previous experience has shown that.
in relatively protracted learning tasks, subjects can.provide reliable
Information using this procedure (where reliubility is assessed by
obtaining strategy judgments for a set of "target items', obtaining
povled scores for each strategy statement for random halves of the
items, and correlating the resulting part scores (Frederiksen, 1969).
The strategy statements presented to the subjects in the present
study represent three priuncipal categories of information processing
activitizs: (1) selection strategies (S), (2) retrieval strategie:
(R), anc¢ (3) generative operations (G). The list of strutegy state-
meats of Table 7.9 (and all subsequent tables) identifies which '
categories »f processing activities are involved in eact strategy.
Selection strategies include: uattentional strategies {shifting atten-
tion and attention to parts), selection of an cntire surface sequence
(rote memory), semantic selecticn (particular ideas, unusual ideas),
and inferential selection (central ideas, most important ideas).
Retrieval strategies involve strategies for the vetrieval of semantic
information from a stored semantic network and include: undirected
search (no particular strategy), directed search (key words by rote,
central ideas, details, ideas’in'Sequence, reordered, most important
first and expository order), and inferential retrieval strategies
(unstated relationships). Generative operations include: inferential
processes (classification, pr vious knowledge, unstated relationships)
and elaborative processes (images, assoo~t:rions, illustraticns,
elaboration). Three statements refer to general characteristics of
information-processing strategies: shifted strateglies, systematic
method, and noticed ef ‘ectiveness. It should be noted that these
statements re.ler primarily to the semantic memory aspects of the base
comprehension task, i.e. ib operatiomsoccurrirg during recall. The
reascn for this is that procrsses occurring during input should not
be as readily identifiable by the subjects as coherent strategies.

M2an numbers of propositions (out of ten) fur whic’ subjects indi-

¢ “ed that each strategy was employed are presented in Tabl- 7.9 fo-
coutextual conditions A, B, and C; by sex and pooled over sex. In
pooled within-group standard deviation may be used as an estimate of
the ccnmon within-group standard deviation of each measure

place confidence limits on the means. Analyses of variance for each
strategy measure are summarized in Table 7.10. It is apparent from
these results that with the e'cepticn of associations, all ..ffects
of the conditions involved retrievil s:irategies; some (but not all)
of the differences ap 2ar to be produced mainly by the {incidental
memory condition. Thus, undirected search strategies are reported
to occur to a much greater extent under the iunzidental memory
E}(ﬂ:‘gondition, while rote strategies (key words by rote, ideas 'n se-

’ 1 qu=nce) occur -to a much lesser .extent under the incidental memory
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condition. Reordering of semantic eleuents in retrieval was
reported to occur to a much greater extent under the incidental
condition. It 1s interesting that expousitory ordering was re-
ported as a strategy, and th-t the groups were ordered C{A<B in
terms of this strategy mea ure. Significant differences among cond. -
tion also occurred with respect to generation of associations in‘“the
same order (C<ASB). The suggestion 1s that with respect to some
memory strategles, the incidental memory condition is closer to the
incidental problem solving condition (A). The absence of differ-
ences due to conditions in generation and selection strategies 1s
also interesting, suggesting perhaps that these strategies reflect
more the surface and semantic properties of a discourse than they do
contextual conditions. Significant sex effect: were observed

only for undirected retrieval (no particular stiategy), the males'
scores exceeding the females' under each condition. No significant
interactionsof condition with sex were found.

7.4 Structur. ‘ Analyses of Strategies

Intercorrelations of the twenty-three strategy statements were com-
puted separately for each group and «.. presented in Tables 7.11-
7.13 for conditions A-C respectively. Substantial differences in
these correlations are apparent across the three conditions; Since
interpretation of differences in these tables across conditionS‘is
extremely difficult due to the large numbers of measures, and since
we want to determine whether individual differences in reported
strategy usage are such that specific strategies group into inter-
pretable characteristic seqrences of processing operations, the
information provided by each of these matrices concerning the
dependence structure of the strategy measure was analyzed. Each of
these correlation matrices was analy ced_ by fitting a linear factor
model with extenslon variables (cf. Table 7.2) to each correlation
matrix. The technique used to analyze each matrix involved, first,
obtaining principal components of the correlation matrix and rotating
the resulting factors using orthogomal varimax. - Then small fac-
. tor loadings were fired to be exactly zero arnd the resulting model
was fit using Joreskog's (1970) program to obtain least-squares
estimates of all parameters. Then the matrix of residuals was com-
puted by subtracting the correlations resroduced bv the model from
‘the sample values, Large residuals were then located by inspection
and the model was adjusted to obtain a better fit. Least-squares
estimates of par meter values obtained for the best-fitting models
obtained for each correlation matrir are reported in Tables 7.1l4-
7-16 (in conditions A, B, and C res; ctively . These vesults, ob-
tained by exploratory analysis, can be used as structural hypotheses
in subsequent confirmatory studies. Let us now consider-the results
obtained for each (ontextual cond? »u in tucn, and then compare
the results across conditions.

Consider first the narameter values T2Po. n Table 7.14 for condi-
QO :ion A. Table 7.14(a) reports the factor loadings of the strategy
]ERi(heasures {regression weights of tests on factors) and standard
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Table 7.10

Analyses of Variance of Strategy Measures Testing Main Effects of
Conditions, Sex, and Interaction, Conditions A, B, and C

Conditions Sex Interaction
Strategy Meusure F F ¥
1. No particular
strategy (R) 4.06% ° 5,60% .98
2. Key words by rote (R) 4.62% .73 ‘ .07
3. Particular ideas (S) .23 .00 .40
4. Central ideas (R)(S) .36 .19 .36
5. Details (R) - 1.35 .35 .02
6. Ideas in sequence (R) 12.89*%*% .06 .91
7. Reordered (R) 7.53%%% .08 .36
8. Most Important Ideas
First (R) (S) .66 .38 .66
9. Unstated Relationships ‘
(RY(G) -~ - .88 .46 .43
10. Unusual Ideas (S) 1.30 .40 .64
11. Shifted Attention (S) .29 .20 : .01
12. Visval Images (G) 1.00 2.12 . .10
-13. Shifted Strategies 2.60 2.21 «63 -
14. Attention to parts (S) .13 1.90 .02
15. Formed Associations {(G) 3.63% .03 YA
16. Classification (G) .20 1.27 .91
17. Previous Knowledge (G) .85 3.62 1.10
18. Illustration (G) . '1.53 .97 .22
19. Systematic Method ° 1:88 .62 - ‘ .38
20, Noticed Effectiveness - 2.33 .07 .40
21. Rote memory (S) 2.13 .00 1.13
22. Elaboration (G) , 1.66 .10 . 1.00
23. Expository order (R) 2.86 1.52 o .61
* .05

= p <,
kK = p < .01
.*** = p <
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deviations = of specific parts of each measure. Note that interpreta-
tions of the factors obtained using the present model-fitting method

of analysis are clearer than in conventional factor analysis, since
many factor loadings have been fixed to be precisely zero. Further-
more, the model which is fit statistically to the data thus corres-
ponds exactly to the model which 1s interpreted. Faztor omne

involves all of the generative strategies except classification, and
“also involves related selection strategies, and hence refers to a use

of generative operations. Factor two involves the generative opera- -~ -
tionsclassification: assoctiation, previous knowledge and unstated re-—
lationships; and sequential selection of central ideas. Thus factor

two reflects inferential selection strategies and generative operations
and may be described as involving inferential organization of central
ideas. TFactor three appears to represent unstable selecton strategies.
Factors four and five appear to represent rather specific retrieval
strategies: retrieval of selected details in serial order and xote .
memory respectively. Factor six appears to represent a st itegy
involving the generation of unstated relations involving unfamiliar
ideas, and seven involves attention to parts (as opposed to classifi-
cation operations on the structure as a whole). Analysis of the struc-
turzl relationships among selection, retrieval, and generative strategy
measures obtained under condition A (with repeated exposure) does appear
to result in strategy combinations which include very general classes

of operations (generative operations), organizational processes invols-ing
the semantic structure as a whole (organization of central ideas),
aspects of information selection, and specific retrieval strategies.
Estimated intercorrelations of the factors and correlations of the
factors with the extension variables are reported on Tables 7.14 (b)

and (¢). 1In general, these strategy-factors appear to be relatively
independent of omne another.

Inspection of the results reported in Tables 7.15 and 7.l6_indicates
that interpretable combinations of strategy measures occur for condi-
tions B and C as well as for condition A. Two strategy-factors

occur which are common to all three contextual conditior :- ~1tion
to parts and rote me wry. A factor representing g2ne. v . .rations
occurs under condition B (factor five) as well as condition s